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ABSTRACT

Observations of turbulent dissipation above rough bathymetry in the abyssal Brazil Basin are presented.
Relative to regions with smooth bathymetry, dissipation is markedly enhanced above rough topography of the
Mid-Atlantic Ridge with levels above bathymetric slopes exceeding levels observed over crests and canyon
floors. Furthermore, mixing levels in rough areas are modulated by the spring–neap tidal cycle. Internal waves
generated by barotropic tidal flow over topography are the likely mechanism for supplying the energy needed
to support the observed turbulent dissipation.

A model of the spatial and temporal patterns in the turbulent dissipation rate is used to constrain the diapycnal
advection in an inverse calculation for the circulation in an area of rough bathymetry. This inverse model uses
both beta-spiral and integrated forms of the advective budgets for heat, mass, and vorticity, and contains sufficient
information to resolve the full three-dimensional flow. The inverse model solution reveals the presence of a
bouyancy forced circulation driven by mixing in abyssal canyons. On isopycnals above the level of fracture-
zone crests near the Mid-Atlantic Ridge, the flow is westward and fluid is downwelled toward greater density.
Along deeper isopycnals, fluid is carried eastward and upwelled in canyons. The divergence of diapycnal mass
flux is a significant forcing mechanism for this circulation. These results suggest that mixing in abyssal canyons
plays an important role in the circulation of abyssal waters.

1. Introduction

The densest waters found in the ocean interior are
formed at several high-latitude sites where atmospheric
forcing causes surface water temperature and salinity
conditions to match those of the deepest waters. These
waters spill into the abyss and are carried equatorward
by a system of deep boundary currents (DBCs). This
view was outlined by Stommel (1957), and a model
proposed by Stommel and Arons (1960) described a
simple set of dynamics that link the DBCs to a weak
interior circulation. Being far removed from the wind-
driven Ekman layer, flow in the abyss is driven by buoy-
ancy forcing. Lacking any information on the buoyancy
forcing, Stommel and Arons calculated the circulation
resulting from uniform upwelling. Under this scenario,
poleward flow dominates the interior. However, early
experiments by Stommel et al. (1958) demonstrated the
tendency for zonal flow when the deep interior is char-
acterized by a strong zonal gradient in the magnitude
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of buoyancy forcing. Specifically, the Stommel et al.
experiments showed that zonal currents would transport
mass between the deep western boundary current and
isolated sources of upwelling to the east, with meridi-
onal motions in the interior inhibited by the absence of
buoyancy forces.

The Stommel–Arons model is still central to our view
of the abyssal circulation problem, and the important role
of buoyancy forcing in the abyss is not questioned. Sev-
eral studies have attempted to estimate the mixing rates
responsible for abyssal buoyancy forcing. In particular,
measurements of flow through deep passages have been
used to formulate closed heat and mass budgets for sem-
ienclosed basins. Such heat–mass budgets have been the
primary means of assessing abyssal mixing rates, and
vertical diffusivities of kr . (1–10) 3 1024 m2 s21 have
been reported in the North and South Atlantic (Saunders
1987; Whitehead and Worthington 1982), the South Pa-
cific (Roemmich et al. 1996), and the Indian Ocean (Bar-
ton and Hill 1989). These mixing rates are up to several
orders of magnitude larger than typical thermocline val-
ues. In contrast to the mixing rates implied by abyssal
budgets, direct observations of dissipation over abyssal
plains suggest that diffusivities there are comparable to
thermocline diffusivity levels of kr . 1 3 1025 m2 s21

(Toole et al. 1994; Kunze and Sanford 1996). Instead,
the larger mixing rates needed to reconcile the budget
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estimates seem to occur near rough bathymetry, as sug-
gested by several studies (Toole et al. 1994, 1997a; Polzin
et al. 1997).

The focus of the present work is the South Atlantic,
where the densest waters of the global ocean are formed
in the Weddell Sea off Antarctica. These waters, so-
called Antarctic Bottom Water (AABW), flow north-
ward along the western side of the Argentine Basin,
reaching the Brazil Basin via the deep passages of the
Vema and Hunter Channels. The isotherm bounding the
water colder than about 18C potential temperature in-
tersects the seafloor within the basin, such that the cold-
est class of AABW does not exit the Brazil Basin adi-
abatically. The diffusion of heat driven by turbulent
mixing provides the buoyancy needed to upwell this
water. The Brazil Basin budget of AABW was consid-
ered by Hogg et al. (1982) and revisited by Morris et
al. (2001). These investigations indicated that a basin-
average vertical diffusivity of (2–4) 3 1024 m2 s21 was
necessary to close the basin’s heat and mass budgets.

However, as demonstrated by the experiments of
Stommel et al. (1958), the structure of the interior flow
is dependent on the specific distribution of deep sources
and sinks of buoyancy, and budget studies give only
spatially integrated estimates of buoyancy forcing. To
investigate how spatial patterns of mixing influence flow
in the abyss, a combined microstructure observation
program and tracer dispersion experiment was started
during 1996: the Brazil Basin Tracer Release Experi-
ment (BBTRE).

Full depth microstructure data from the Brazil Basin
were collected during January 1996 and April 1997. A
free-falling, autonomous instrument platform called the
high resolution profiler was used (HRP: Schmitt et al.
1988). The collective microstructure observations
spanned nearly 308 longitude, covering the western ba-
sin and extending to the fracture zones (FZs) of the Mid-
Atlantic Ridge (MAR). A preliminary presentation of
microstructure-derived dissipation rates from the 1996
survey was given by Polzin et al. (1997), and data from
the 1997 survey were discussed by Toole et al. (1997b).
While these previous reports have focused on the es-
timation of turbulent diffusivities for the deep water of
the Brazil Basin, the focus here will be to assimilate the
dissipation data into an inverse model for the steady-
state circulation.

The tracer dispersion experiment also began during
January 1996 with an injection of 110 kg of sulfur hex-
afluoride at 4000-m depth, near 21.58S, 18.58W. The
initial tracer plume was neutrally buoyant along the s4

5 45.94 kg m23 isopycnal. This density surface is 500
to 1000 m above the FZ bathymetry at the longitude of
the injection but deepens and intersects the seafloor
about 400 km to the east. Tracer inventories were con-
ducted during April 1997 (14 months postinjection) and
March 1998 (26 months postinjection). Details of the
tracer’s dispersion are given by Ledwell et al. (2000)
and will generally not be further described here. How-

ever, the tracer results compliment the microstructure-
derived estimates, and relevant comparisons will be cit-
ed throughout this report.

The circulation problem will be posed in terms of
flow in layers bounded by isopycnal surfaces along
which potential density s is constant. We will use a
form of the scalar conservation equations described by
McDougall (1987, 1995), where the lateral gradients are
evaluated along isopycnal surfaces. This density coor-
dinate system simplifies the analysis of mixing mech-
anisms, while still retaining the conventional vertical
direction ẑ 5 g/ | g | . In this coordinate system, each
isopycnal of the steady-state density field is specified
as a two-dimensional function for the layer interface
zi(x), and flow will be described by the conventional
lateral components u 5 (u, y). However, the vertical
component of flow is described by a new variable called
the diapycnal advection, w* 5 (w 2 u · =zi). The dia-
pycnal advection is the vertical component of flow
through (not normal to) isopycnals and is the vertical
motion that is caused by a divergent buoyancy flux. An
expression for diapycnal advection can be derived from
the equation for buoyancy along an isopycnal (Pedlosky
1996). An approximate expression for diapycnal ad-
vection in the ocean interior (away from surface buoy-
ancy forcing) is

]Jb2w*N ù 2 , (1)
]z

where N 2 is the buoyancy gradient and Jb is the buoy-
ancy flux due to turbulence. In this expression, terms
representing lateral fluxes of buoyancy have been ne-
glected. The neglected terms include the cabbeling and
thermobaric effects described by McDougall (1987),
which are assumed to be small where fronts and intru-
sions are absent. Additionally, Garrett (2001) shows that
terms related to isopycnal slope and curvature also arise
in the full equation for w*, which we expect to be neg-
ligible outside of a thin bottom boundary layer.

In much of the flow domain, geostrophic dynamics
will be assumed and the circulation problem will be
constrained through the use of the inviscid potential-
vorticity equation

f f
by 5 u · =h 1 (w*(z ) 2 w*(z )), (2)u 1h h

where h is the thickness of the density layer, and (zu,
zl) denote the upper and lower bounding isopycnal sur-
faces. The above expression is the density-layered ver-
sion of the Stommel and Schott (1977) beta-spiral equa-
tion and is discussed by McDougall (1988) and Hautala
and Riser (1993). It permits solution of the reference-
level velocity problem by linear inversion when the geo-
potential-anomaly field has been measured. The dia-
pycnal-advection term can modify the potential vorticity
budget by vortex stretching of fluid columns, and this
diabatic term is related to the divergence of buoyancy
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flux through (1). During mixing events, vertical ex-
changes of buoyancy are accompanied by dissipation of
turbulent kinetic energy (TKE), and the energy budget
for an ensemble of turbulent events is

(1 2 R )J 1 R e 5 0,f b f (3)

where e is the dissipation rate, and Rf is the efficiency
of the mixing. The TKE budget expressed in (3) assumes
steady-state and homogeneous statistics of the Reynolds
stress tensor. This equation is discussed by Osborn
(1980), and an expression for the eddy diffusivity is
readily derived by substituting Jb 5 2krN 2 into (3):

R ef
k 5 . (4)r 21 21 21 2 R Nf

The fraction G 5 Rf (1 2 Rf )21 (equivalently G 5 2Jb/
), the ratio of buoyancy flux to energy dissipated, ise

typically taken to be #20% for stratified turbulence.
With use of (1) and (3), the diapycnal advection can be
expressed as

](Ge )
22w* ù N . (5)

]z

Previous attempts to examine mixing rates and dia-
pycnal velocities in inverse models have been done for
both box models of the advective budgets (e.g., Zhang
and Hogg 1992) and beta-spiral inversions (e.g., Hautala
and Riser 1993). These inversions all rely on either
integrated property budgets (box inversions) or differ-
ential property budgets (beta-spiral inversions), and the
mixing rates and diapycnal velocity estimates are de-
termined through the divergences of lateral fluxes. This
form of mixing-rate estimation is highly sensitive to
small uncertainties in the advective terms, as discussed
by Wunsch (1996). The inverse model used in this study
resembles the model of Fukumori (1991) in that both
integrated and differential budgets are used. In this man-
ner, mass conservation and the thermal advection are
closed in volume-integrated cells, while the advection
of potential vorticity is examined in the differential form
of the beta-spiral equation.

The description of the turbulent dissipation observed
during BBTRE will begin in section 2. There, we will
discuss spatial and temporal features of mixing. In sec-
tion 3, an inverse model for estimating the circulation
will be formulated. There we will describe the governing
equations for the model (section 3a), the model for the
time-mean dissipation (section 3b), the treatment of data
(section 3c), and the details of the linear inverse (section
3d). The results of the inverse calculation are presented
in section 4. There we present estimates of both shallow
(section 4a) and deep (section 4b) flow, canyon flow
(section 4c), and deep upwelling and mixing efficiency
(section 4d). A discussion of the estimated circulation
will be given in section 5.

2. Observations

In the period between January 1996 and April 1997,
two microstructure surveys were made in the Brazil
Basin. During the first cruise, January through February
1996, a 75 station HRP survey consisting of two section
legs covered a region extending from the continental
slope regions off Rio de Janeiro (248S) and Recife
(118S) to the western edge of the MAR (168W at 218S)
where the tracer was injected. A second survey was
carried out in March and April of 1997. An irregular
grid of HRP stations was occupied over the region (198–
258S, 128–238W). The primary focus of the 1996 survey
was the spatial variability of mixing levels, and a report
on the observed variability is given by Polzin et al.
(1997).

The present work will focus on dissipation data col-
lected over the fracture zones east of 258W. This dataset
consists of 87 stations from the 1997 survey and an
additional 42 stations from the 1996 survey (Fig. 1).
All profiles consist of conventional hydrographic vari-
ables (e.g., Q, S, U, V) in addition to microstructure,
and generally extend from the surface mixed layer to
within 20 m of the bottom. The bathymetric data shown
in Fig. 1 were derived from satellite measurements of
the marine gravity field (Smith and Sandwell 1997). The
map clearly shows the network of FZs leading east to
the MAR. This system of FZs is characterized by a series
of canyons bounded latitudinally by crests that rise up
to 1 km above the canyon floors. The canyon of an
unnamed FZ between 218 and 228S was heavily sampled
during the 1997 survey. Observations from this canyon
will receive careful attention in section 4c.

The dissipation estimates were derived from obser-
vations of velocity microstructure. Only two compo-
nents of the strain tensor are measured and isotropy is
assumed to express the dissipation rate as

2 2e 5 (15/4)(^u & 1 ^y &).z z

The use of the isotropy assumption cannot be justified
through inspection of the available field data, but studies
have shown that the isotropic relation provides a good
estimate of dissipation (Yamazaki and Osborn 1990).
The precise details of the dissipation calculation are
discussed by Polzin and Montgomery (1996).

A summary of the observed deep-dissipation data was
made by collapsing the latitudinal spread of the stations
(Fig. 2). To simplify the presentation, only the depth
range deeper than 2000 m is shown. The dissipation
data were depth averaged into 100-m intervals, and in-
dividual profiles are shown as columns of binned dis-
sipation. Since the latitudinal extent of the survey has
been collapsed, no particular section of bathymetry is
entirely appropriate. Instead, two classes of represen-
tative bathymetry are shown: the bathymetry of FZ
crests and the bathymetry of canyon floors, as sampled
from the latitude range 218–238S.

Within about 500 m of the bottom, there is an en-
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FIG. 1. Map of the BBTRE site with the 2 arc-minute resolution bathymetric estimates of Smith and Sandwell (1997).
A total of 129 profiles of dissipation rate data were used from HRP observations made during 1996 (triangles) and
1997 (crosses).

hancement of dissipation by up to two orders of mag-
nitude over values observed at middepth. Enhanced dis-
sipation generally occurs between the level of FZ crests
and canyon floors. Thus, the largest mixing rates are
observed in canyons.

a. Spatial variability

The spatial patterns of enhanced dissipation apparent
in Fig. 2 suggest that variability of dissipation is as-
sociated with the different sloping regions that char-
acterize the crest–canyon system of the FZs. This also
suggests that height above bottom (hab) may serve as a
better coordinate than depth for examining the spatial
distribution of e. This approach was adopted, and the
available profiles of e were classified according to the
meridional slope of the local bathymetry Zb(x, y). HRP
stations were categorized as being FZ crests (]yZb ù 0,
]yyZb , 0), canyon floors (]yZb ù 0, ]yyZb . 0), or
sloping regions (]yZb ± 0). The profile data, classified
in this manner, are shown as functions of hab in Fig. 3.
Each ensemble profile results from data that has been
vertically averaged into 100-m bins. Auto-lag-correla-
tion analysis of e profiles shows zero crossings at 20-
m vertical separations, so each 100-m bin contains five
degrees of freedom. The 95% confidence interval of
each bin was calculated using the ‘‘boot strap’’ Monte
Carlo method (Efron and Gong 1983). Dissipation de-

creases with height in each of the three classes, and all
profiles reach background levels of dissipation, e ù 3
3 10210 W kg21, at heights above bottom greater than
1000 m. The slope profile is notably different from the
other two, in both the magnitude of the maximum dis-
sipation and the scale of decay. The slope profile has a
bottom value of e ù (3–9) 3 1029 W kg21 and decays
with an e-fold scale of (150 6 50) m. The crest and
canyon profiles peak at e ù (2–5) 3 1029 W kg21 and
decay over a larger scale, (500 6 100) m.

b. Temporal variability

In addition to this spatial structure, temporal vari-
ability also exists in the dissipation data. Daily averages
of dissipation data roughly modulate with the spring–
neap cycle of tidal currents. This correlation is most
evident when the dissipation profiles are vertically in-
tegrated, and a comparison between integrated e and
tidal current speed is made using estimates of barotropic
tidal velocity produced by the TPXO model of Egbert
et al. (1994) (Fig. 4). For the time intervals where dis-
sipation data were available, the TPXO model was used
to produce velocity estimates at the latitude and lon-
gitude appropriate for each HRP station.

In both 1996 and 1997 comparisons, profiles of re
were integrated up from the local bottom to hab 5 2000
m, and all profiles were time binned in 24-h intervals
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FIG. 2. A zonal section of TKE dissipation rate e. The individual profiles are shown as columns, and dissipation rate
observations were vertically averaged into 100-m bins. The shaded bathymetry is representative of canyon floors, while
the shallower trace represents the level of FZ crests. Hatch marks indicate regions with no data.

and averaged. The modulation of integrated dissipation
follows the phase of the spring–neap tidal cycle closely,
and a one day lead of the tidal signal is consistent within
the statistical spread of the data. While the correlation
between the two records is quite low for the 1996 data,
near 0.3, the correlation coefficient for the 1997 data is
0.7. Furthermore, this comparison uses only the tidal
record reconstructed along the survey track, though the
dissipation is possibly influenced by tidal beams that
have radiated from other sites. We regard the temporal
fluctuations in the dissipation record as suggestive of
tidal forcing, and explore this possibility further in sec-
tion 3b.

3. Inverse model

a. Model equations

We focus here on the ocean abyss and make the a
priori assumption that the diabatic terms in the govern-
ing equations are significant. All dynamical equations
will be cast in terms of flow along and across isopycnals.
The dynamically relevant density variable for this anal-
ysis is neutral density (g n: Jackett and McDougall
1997): the neutral density coordinates are everywhere

parallel to the locally defined potential density. Prelim-
inary examination of multiple-year hydrographic data
revealed that the temporal variation of the isopycnal-
height field was negligible (Ledwell et al. 2000). There-
fore, we will assume that the density field can be re-
garded as steady over the 14-month period spanned by
the observations.

The flow regime is divided into a series of density
layers, each characterized by a layer thickness h(x, y).
In these layers, geostrophic advection is related to iso-
baric gradients of geopotential anomaly (w) by

=w
u 5 ẑ 3 1 u , (6)0f

where u0 is a reference level velocity. Thus, the advec-
tion of potential vorticity through a density layer, as
previously stated in (2), may be expressed in the form

hh b 1yx u 1 2 y 1 (w*(z ) 2 w*(z ))0 0 u l1 2h h f h

hh byx5 2u 2 y 2 , (7)r r1 2h h f

where (ur, y r) are the components of relative geostrophic
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FIG. 3. Dissipation profiles averaged according to the local bathymetry classification. Bathymetric classes
were assigned as crests, canyons, or slopes. All profiles are shown relative to a reference dissipation of e
5 1 3 10210 W kg21. The 95% confidence interval is shown for each 100-m average.

velocity given by (u 2 u0, y 2 y 0) in (6). Thus, the
problem of determining the lateral flow u is reduced to
determining the reference level velocity, that is, the ver-
tical integration constants (u0, y 0) of a thermal-wind
balance.

In layers where flow encounters topography, the use
of geostrophic balance is questionable. A modified mo-
mentum balance, such as that of the bottom Ekman layer,
may be called for in regions where a density layer comes
within hab . 100 m of the bottom. Additionally, the
difficulty of defining the geopotential anomaly along
pressure surfaces interrupted by bathymetry severely
limits the practical use of (6) and (7) in deep layers.
For these reasons, it is necessary to employ additional
dynamical constraints on the flow. This is achieved
through the use of integrated advective budgets for
mass,

x1g y1Ddy dz(u | ) 1 dx dy(y | )EE x EE y

zu1 dx dy(w* | ) 5 0, (8)EE zl

and for potential temperature

x1g y1Ddy dz(uQ9| ) 1 dx dy(yQ9| )EE x EE y

zu1 dx dy(w*Q9| )EE zl

x1g y1D5 dy dz(kQ | ) 1 dx dz(kQ | )EE x x EE y y

zu1 dx dy(k Q | ). (9)EE r z zl

The integrated expressions (8) and (9) are bounded
in a control volume of zonal and meridional extent
(g , D), and vertically bounded in a density layer by
the surfaces zu (x, y) and z l (x, y). In the temperature
advection equation, Q9 is the temperature anomaly
relative to the mean temperature in each cell, and k
and k r are the respective isopycnal and diapycnal dif-
fusivities. Since (8) and (9) assume nothing about the
nature of the momentum balance, their applicability
is not limited to conditions of geostrophic balance.
However, without any model for the momentum bal-
ance, the components of the lateral flow in (8) and
(9) must be treated as unknowns at all depths, in con-
trast to (7), which relates the velocity at all depths to
the single component pair (u 0 , y 0 ).
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FIG. 4. Comparison of column-integrated dissipation with the local daily averaged tidal speed. The tidal velocity
record was produced by the TPXO model of Egbert et al. (1994), and estimates were made along the survey tracks.
Tidal estimates at a central location (218S, 18.58W) were used for time intervals preceding and following survey periods.
The dissipation estimates re were integrated to hab 5 2000 m, and daily averages with standard errors are shown.

The diffusivity for isopycnal mixing, k, is treated
as an unknown parameter in the inverse model. Re-
lations for the diapycnal diabatic terms are expressed
using the dissipation rate with the use of (4) and (5).
For use in the inverse model, the mixing efficiency
parameter G is treated as constant, G 0 5 0.20 6 0.04.
This allows us to specify the diapycnal diffusivity for
turbulence as

G0k ù e , (10)r 2N

and the diapycnal advection as

G ]e0w* ù . (11)
2N ]z

We emphasize that (10) and (11) are approximations,
where a constant mixing efficiency has been assumed.
While oceanic observations of turbulence from well-
stratified regions suggest G0 ù 0.2 (Moum 1996; St.
Laurent and Schmitt 1999), observations from fjords
suggest G ù 0.05 (Stigebrandt and Aure 1989). Addi-
tionally, laboratory measurements of turbulence suggest
0.05 , G , 0.25 characterizes the variation of mixing
efficiency over a wide range of Reynolds, Richardson,
and Froude numbers (Ivey and Imberger 1991; Huq and
Britter 1995). In our inverse model estimates, we accept
that using G0 5 0.20 6 0.04 may lead to a specification
of kr that is biased high. The use of a constant mixing
efficiency in (11) is more problematic, as variations in
G with depth will not only influence the magnitude of
the w* estimate, but also the sign (w* . 0 for upwelling,
w* , 0 for downwelling). For this reason, w* is re-

garded as an unknown in the inverse model, and (11)
serves as a ‘‘constraint’’ in the inversion. In this manner,
(11) provides an a priori estimate, while full inversion
of (7), (8), and (9) determines the best estimate of w*.
The use of constraints in inverse models is discussed
by Menke (1989) and Wunsch (1996).

In expressions (10) and (11), is meant to denotee
some suitably averaged function of the dissipation data.
Averaging over multiple profiles is necessary to achieve
statistical stability in the mean dissipation estimates.
Since our inverse model utilizes the steady-state forms
of the advective budgets, we seek an averaging proce-
dure that yields an estimate of the time-mean dissipation
rate. Additionally, the averaging procedure should pre-
serve the dependence of e on bathymetric class, as pre-
viously described in section 2. We now discuss such a
model for the time-mean dissipation.

b. Model for the turbulent dissipation

Spatial and temporal variations in the observed dis-
sipation data were described in sections 2a and 2b.
These variations are not random, and simple arithmetic
averaging may alias modes of variability in a manner
that will produce biased estimates of mean dissipation.
Estimates of spatially averaged dissipation are sensitive
to the layout of bathymetric crests, slopes, and canyons
in that e levels above slopes can exceed levels above
crests and canyon floors. Similarly, estimates of time-
averaged dissipation are sensitive to the phase of the
spring–neap tidal cycle, as e levels are maximum near
spring tide and minimal near neap tide. Due to the lo-
gistics of the tracer component of the experiment, can-
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yon sites were favored during data collection, and three
of five weeks of sampling occurred during neap tides.
Thus, simple averages of the observed dissipation data
are biased low relative to the true temporal and spatial
mean. We therefore rely on simple modeling to recover
an unbiased estimate of mean dissipation.

First, we consider the fortnightly modulation of the
dissipation with the barotropic tidal current. Tradition-
ally, frictional boundary-layer dynamics are assumed as
the mechanism for tidally driven dissipation. The energy
dissipated in the frictional boundary layer is estimated
as e 5 r0cd | u | u2, where cd . 0.0025 is the drag co-
efficient and u is the barotropic velocity of flow. Taking
u 5 0.02 m s21, the tidal dissipation in the frictional
boundary layer is Wf . 0.02 mW m22. This is two
orders of magnitude smaller than the integrated dissi-
pation occurring between the bottom and a height of
2000 m. It is further noted that HRP profiles seldom
extend close enough to the bottom to sample the fric-
tional boundary layer, which is typically 1 to 10 m thick.

In contrast to bottom friction, the internal waves gen-
erated by tidal flow over rough bathymetry radiate en-
ergy upward, away from the bottom. Instabilities in the
internal wave field act to transfer some of this energy
to the small scales where it is dissipated by viscosity.
Thus, internal waves provide an additional, though in-
direct, mechanism by which tidal energy is dissipated.
The internal wave generation problem of flow over bot-
tom bathymetry is well known, and a general discussion
of steady flow ‘‘lee wave’’ generation is given by Gill
(1982). Internal waves produced by tidal flow are termed
‘‘internal tides,’’ and unlike lee waves, internal tides
have intrinsic frequencies equal to those of the baro-
tropic tides. Internal tide generation models are dis-
cussed by Baines (1982), who shows that the energy
flux associated with the internal tide radiated from linear
slope topography scales as Ef . Kr0Nu2h2, where N is
the buoyancy frequency, u is the barotropic tidal ve-
locity, h is the depth, and K is a parameter that depends
on the height of the topography relative to the water
depth and the geometry of the slope. This scaling is
valid for linear slopes of arbitrary steepness, though the
particular value of K depends on whether the slope is
supercritical (slope steeper than the beam of radiated
waves) or subcritical (slope less steep than waves). For
the case of subcritical topography, Bell (1975) shows
that the energy flux for topography of arbitrary shape
scales as Ef . krNu2d2, where (k, d) are the wave-
number and height of a topographic obstacle. Using this
scaling as a lower bound, an energy flux of Ef . 1–10
mW m22 is likely to characterize the internal tide gen-
erated across the FZs. This value for energy flux is the
same scale as the observed integrated dissipation values
to a height of 2000 m above the topography.

Assuming that the energy available for dissipation
scales as the energy flux of the internal tide, a model
for the dissipation was developed in several steps. First,
the data were temporally dealiased assuming that e .

au(t)2, where u(t)2 is the squared barotropic tidal speed
that has been smoothed with a one day running average.
The long-term average for was computed over the2u
14-month period between the 1996 and 1997 surveys
using tidal velocity estimates at the central site (218S,
18.58W). The resulting temporally dealiased dissipation
data are a function of spatial variables only. The second
procedure in the modeling was to simplify the spatial
dependence. This was done by grouping the data into
the three bathymetric classes: FZ crests, canyons, and
the slopes between them. The resulting model for dis-
sipation is dependent only on hab(x),

2 2e(h (x)) 5 (u /u(t) )^e(x, h (x), t)&, (12)ab ab

where angle brackets represent the average over an en-
semble of profiles associated with a bathymetric class.

c. Treatment of data

The dynamics described in section 3a can be em-
ployed in an inverse model where the observed density
field (h(x, y), N 2), geopotential-anomaly field w(x, y, p),
temperature field Q(x, y, z), and modeled dissipation

(hab(x)) are used to solve for the unknowns (u, w*, k).e
The geometry of the inversion grid needs to accom-
modate both the finite element nature of the beta-spiral
vorticity balance (7) and control-volume cells for (8)
and (9). This is done using a staggered grid of nested
control-volume cells. For each density layer, cells are
assigned to serve as control volumes with the integrated
components of lateral velocity constrained on each of
the lateral walls and diapycnal velocities constrained on
the upper and lower bounding density interfaces.

The 1997 HRP survey data provided the hydrographic
fields. The temperature and salinity data were first used
to calculate isobaric maps of geopotential anomaly rel-
ative to 2000 dbar. These fields were modeled using a
polynomial fit over the survey domain with the form
w(X, Y) 5 f0 1 fxX 1 fyY 1 fxxX 2 1 fxyXY 1 fyyY 2,
where (X, Y) are Cartesian coordinates and f( · ) are the
coefficients of the fit. The second-order polynomial fit
was found to filter tidal displacements in the density
field (St. Laurent 1999). The gradient of the fit is used
with (6) to give estimates of the geostrophic flow rel-
ative to 2000 m. This reference level was chosen based
on ideas about basin-scale water masses, with 2000 m
being roughly between northward flowing intermediate
water and southward flowing North Atlantic Deep Water
(NADW). The hydrographic data were sorted into layers
of neutral density, and polynomial fits were used to give
quasi-analytic expressions for Q(x, y), Qz(x, y), h(x, y),
and N 2(x, y) in each layer. This layered system com-
prises the static stratification field, which is used for the
inversion. Vertical derivatives for N 2 and Qz and their
associated uncertainty were calculated using the slopes
from linear fits to the data. For each density layer, the
linear fits were computed about the level of the bounding
isopycnal over a depth interval comparable to the den-



3484 VOLUME 31J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y

sity layer thickness. Assignments of geostrophic shear
for each layer were made through explicit reference to
the isobaric surfaces used in the geopotential-anomaly
calculation. Thus, the inverse domain is a layered sys-
tem of hydrographic estimates on a staggered grid of
nested cells. Various domain dimensions were explored,
but the calculations discussed here cover 198–258S, 148–
228W and six density layers, with g n 5 27.6 kg m23

(density units are suppressed hereafter) serving as the
uppermost interface and the seafloor bathymetry serving
as the lower boundary of the inverse domain. Each cell
of the staggered grid has Mercator dimensions of (0.58)2,
and the altimetry-derived bathymetry data of Smith and
Sandwell (1997) were subsampled onto this grid. The
modeled dissipation data (12) were incorporated into
the inverse domain by identifying each estimation point
as a bathymetric crest, slope, or canyon. This was done
through a classification scheme that utilizes both the
first and second meridional derivatives of bathymetry,
which were computed at two arc minute resolution.

Residuals between the fitted and observed density
field are typically 20–50 m, assumed to be the result of
tidal heaving, and an assessment of hydrographic noise
was done using Monte Carlo methods. In particular, the
influence of 50-m amplitude vertical displacements of
the isopycnal-height field arising from tidal frequency
motions was examined. To accomplish this, the ob-
served isopycnal-height field was perturbed by a random
field of Gaussian noise with 50-m standard deviation.
The perturbed density field was then treated with the
polynomial smoothing discussed above, and this
smoothed but perturbed hydrography was used for the
inversion. In this manner, 10 alternate realizations of
the density field were produced, and an ensemble of
inverse solutions was calculated.

Since the survey data were concentrated above several
FZs along an irregular grid (Fig. 1), some regions of the
inverse domain correspond to regions that were sparsely
sampled. There is no survey data in the northeast and
southeast corners of the 198–258S, 148–228W inverse do-
main, so the mapped properties in these regions are poorly
constrained. The inverse estimates in these sparsely sam-
pled regions will receive minimal attention.

d. Linear algebraic equations

The fitted hydrographic fields and the dissipation data
were used to assemble a linear system of coupled equa-
tions of the form Eijxj 1 ni 5 di, where Eij is the co-
efficient matrix of the terms in (7), (8), and (9) involving
the unknowns xj 5 [u0, y 0, w*, k]T, plus the estimates
w* ù N22G0] /]z, which act as constraints. The vectore
di is the vector of observable terms, and ni explicitly
denotes the residuals of the inverse model fit. This linear
system is solvable by least square methods that generally
minimize the residuals of the model fit. A variety of
inversion procedures are discussed by Wunsch (1996),
and the Gauss–Markov estimator was chosen for the

calculations needed here. This form of inversion pro-
duces an estimate of xj that utilizes a priori knowledge
of the statistics for xj and ni, which is done through a
specification of covariance matrices. The covariance
matrix of unknowns Cjj is taken to be the diagonal ma-
trix composed of the variance quantities. A priori var-
iance levels for the lateral flow and the lateral diffusivity
were taken as ^(u 2 )2& . (0.01 m s21)2 and ^(k 2u

)2& . (100 m2 s21)2. The assumed scale for the lateralk
flow is justified by float observations (Hogg and Owens
1999). The scale for the lateral diffusivity was derived
from a mixing length estimate. Using an eddy kinetic
energy of 1 cm2 s22 (Hogg and Owens 1999) and a
deformation radius length scale of order 10 km suggests
u9l9 . 100 m2 s21. The variance levels for the diapycnal
advection came directly from the statistics of the dis-
sipation constraint (5). Along density surfaces well
above topography where mixing rates are weak, a typ-
ical variance level for diapycnal advection was ^(w* 2

)2& . (1 m yr21)2. Along density surfaces closer tow*
topography, variance levels were ^(w* 2 )2& . (10–w*
30 m yr21)2. A diagonal covariance matrix for the model
residuals Rii was constructed using an uncertainty anal-
ysis of the elements of di. For example, the scale for
the residuals of the beta-spiral equations involves the
error propagation of terms like (dh)2, (dhx)2, and (dhy)2

in (7). The d( · ) terms are calculated using the standard
errors of the mapped hydrography, where the expres-
sions for error propagation were derived using standard
techniques (Bevington and Robinson 1992). Typical sig-
nal to noise ratios of the observed terms of the geo-
trophic model equations are ( | di | /ddi) . 1/5 for the
beta-spiral and heat equations and ( | di | /ddi) . 1 for
the mass and diapycnal advection constraints. The sta-
tistical uncertainties assigned to the ageostrophic ad-
vective budgets are 0.01 3 106 m3 s21 and 1 3 102 m3

8C s21 for the mass and heat.
In addition to the statistical scalings provided by the

two covariance matrices, several nonstatistical scalings
are used to improve the rank of the inversion. The linear
model is nondimensionalized by column scaling with a
diagonal matrix of dimensional scales Djj so that all
elements of xj are O(1). Additionally, the rows of Eij

are scaled by the equation norms Nii and the thermal
advection equations are row scaled by the temperature
contrasts Tii of each control-volume cell. The later scal-
ing accounts for the general decrease in temperature
contrast as layers get deeper and is discussed by Zhang
and Hogg (1992). Thus, the Gauss–Markov estimate for
the nondimensional variables and the associated un-x9j
certainty d are given byx9j

21 T 21 T 21x9 5 inv(C9 1 E9 R9 E9 )E9 R9 d9,j j j ij ii ij ij ii i

21 T 21 1/2dx9 5 inv(C9 1 E9 R9 E9 ) , (13)j j j ij ii ij

where the scaled matrices are 5 EijDjj,21 21E9 N T C9ij ii ii jj

5 Cjj, 5 Rii, and 5 di.22 22 22 21 21D R9 N T d9 N Tjj ii ii ii i ii ii
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4. Results

The matrix model for the six-layer system consisted
of about 7000 equations for 3200 unknowns. In a series
of initial calculations, lateral diffusivity k was treated
as constant along each density surface used in the in-
version. Using this approach, the estimates of k were
inconsistent with the a priori estimates of k . 100 m2

s21. Spatially variations of k on isopycnals intersecting
topography may account for this discrepancy. Addi-
tionally, diagnostic scaling with k . 100 m2 s21 indi-
cated that the primary thermal-advection balance in (9)
occurs between the terms involving advection (both lat-
eral and vertical) and the vertical diffusion term. For
these reasons, terms involving the lateral diffusivity
were dropped from the thermal-advection equations,
leaving the three-dimensional flow field (u, w*) as the
model unknowns. The singular value decomposition
(SVD) of the scaled matrix was calculated, and theE9ij
parameter and data resolution matrices of the SVD are
discussed by St. Laurent (1999).

a. Shallow flow

Diapycnal mixing in the layers shallower than 3000
m was weak and diffusivity estimates were kr 5 (G/
N 2) , 1 3 1024 m2 s21. Consequently, the diapycnale
advection through these layers was also weak, with
| w* | , 1 m yr21. Diabatic forcing of this magnitude
plays a rather insignificant role in the determination of
the lateral flow, as the diabatic term in (7) is typically
less than 10% of the adiabatic stretching term repre-
sented by u · (=h/h). Therefore, the weak diabatic flow
in these shallow layers is not discussed further.

Within the domain treated by the inversion, the bottom
topography does not shoal less than 3000 m with the
exception of a seamount in the southeast corner of the
region. Thus, geostrophic dynamics were assumed valid
everywhere in layers shallower than 3 km, and the com-
bined use of the beta spiral with mass and temperature
advection yielded an overdetermined system for the bar-
otropic flow at each grid point. The estimated geostrophic
flow fields for levels shallower than 3000 m, including
the reference level, are shown in Fig. 5. The largest cur-
rent speeds in these layers are 2 mm s21, and the mean
speeds are around 0.5 mm s21. The flows in these layers
are generally consistent with ideas about water mass cir-
culation. Above and below a level of very weak flow (gn

5 27.83, z ù 2200 m), the intermediate water layer (gn

5 28.01, z ù 1400 m) flows in a northward direction,
while the NADW layer (gn 5 28.06, z ù 2900 m) flows
in a southward direction. The local nature of these flow
domains makes detailed comparisons with previous re-
sults difficult, as most past work has considered basin
scales. Durrieu De Madron and Weatherly (1994) de-
scribe the Brazil Basin circulation of NADW and AABW
water masses, but their observations do not cover the
region considered in our study. Reid (1989) estimated

net northward flow at z 5 2000 m near 208S, 208W in
his study of large-scale South Atlantic circulation. Also,
Speer et al. (1995) describe a section at 228S, 158W with
net eastward transport in the depth range between 1300
and 3200 m as part of the Namib Col Current, a feature
not apparent in our data. However, the flows found here
have qualitative similarity to flow estimates discussed by
Zhang and Hogg (1992).

In Fig. 5, an ensemble of 10 velocity estimates is
plotted at each grid point. The spread of vectors at each
point is the result of uncertainty in the determination of
the reference-level flow due to 650 m noise in the is-
opycnal-height field. In many cases, the estimated var-
iations are small and not apparent in the figures. The
flow estimates are most sensitive in the northeast and
southeast corners of the domain, where no stations were
occupied. This sensitivity amounts to an uncertainty in
flow direction not greater than p/12 radians. Statistical
uncertainty in the magnitude of the flow field is typically
0.1–0.2 mm s21, as assessed from standard error prop-
agation techniques used with the polynomial fits to the
geopotential-anomaly fields.

b. Deep flow

In the layers deeper than 3000 m, bottom bathymetry
has a clear influence on the flow dynamics. In particular,
proximity to the bottom is the controlling factor for the
magnitude of the diabatic forcing. The vertical diffu-
sivity characterizing these layers is kr . 1 3 1024 m2

s21 or greater, and this corresponds to an increased im-
portance of the diabatic terms in the governing equa-
tions. The estimated lateral flow fields, with associated
vertical diffusivities, are shown in Figs. 6, 7, and 8.
Flow in these layers is generally southward and west-
ward, with average current magnitudes of 2–4 mm s21

and the faster currents occurring in the western portion
of the region exceeding 5 mm s21. The influence of
650 m noise in the isopycnal-height field has also been
evaluated, and the lateral flow is very stable to pertur-
bations of this magnitude.

The neutral density range 28.12 g n , 28.18 (45.88
, s4 , 45.96) is of particular interest, because this
density layer bounds the target isopycnal used for the
tracer release, g n 5 28.16 (s4 5 45.94). The tracer
inventory made during the 1997 survey indicated that
the tracer’s center of mass was advected 130 km south-
west over a period of 14 months, as reported by Ledwell
et al. (2000). This is equivalent to a time average speed
of 3.6 mm s21. The average velocity in the density layer
28.12 , g n , 28.18, as estimated by the inversion for
the region 228–258S, 18.58–228W, is | u | 5 (3 6 0.3)
mm s21 in the direction 2208–2308. Thus, the lateral
flow estimate given by the inversion is consistent with
the rate of lateral advection measured by the tracer. The
calculated flow in these layers is also consistent with
float observations made in this region during 1994–96,
as reported by Hogg and Owens (1999). These estimates
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FIG. 5. Layer-averaged geostrophic flow for the density layers 27.60 , gn , 27.97 (a), 27.97 , gn , 28.04 (b), 28.04 , gn , 28.08 (c),
and the reference level (d). The largest vectors correspond to speeds of 2 mm s21. At each estimation point 10 alternate estimates are shown
from the Monte Carlo set of 50-m perturbations to the isopycnal-height field. The mean layer depth is reported in the corner of each panel.

of flow are not consistent with the estimates of Reid
(1989), who found northward flow near 208S, 208W at
4000 and 4500 m.

A detailed discussion of tracer- and microstructure-
derived diffusivities for the target isopycnal is given by
Ledwell et al. (2000). The tracer-derived result of kSF6

ù 3 3 1024 m2 s21 compares well with the 95% con-
fidence interval of the microstructure estimate, kr 5 (2.3
6 1) 3 1024 m2 s21. The later estimate was made using
the 14-month tracer concentration field as weighting in
the spatial average, and is thus not representative of the
larger diffusivities of (5–10) 3 1024 m2 s21 that occur
east of the tracer patch. As is apparent in Figs. 7 and
8, there is an order of magnitude increase in vertical
diffusivity over the longitudinal extent of the inverse
model region.

Diapycnal advection estimates were made on density

surfaces, and these estimates are presented in Figs. 9,
10, and 11. The g n 5 28.08 (s4 5 45.83) surface is
characterized by downward advection with mean w* 5
2361 m yr21; larger downward pumping occurs in the
east. The deeper surfaces, g n 5 28.16 (s4 5 45.94) and
g n 5 28.20 (s4 5 45.98) are characterized by larger
values of advection, | w* | . 10 m yr21, with individual
estimates having associated uncertainty of roughly
20%–40%. The g n 5 28.16 surface was the target is-
opycnal for the tracer release experiment, and downward
advection is estimated over the part of the domain oc-
cupied by the tracer patch. This is consistant with the
14-month tracer inventory, and a later 28-month inven-
tory, both of which indicate that the tracer’s center of
mass sank relative to the target isopycnal (Ledwell et
al. 2000).

Diapycnal advection through the eastern range of the
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FIG. 6. Layer-averaged flow (left) and diapycnal diffusivities (right) for the density layer 28.08 , g n , 28.16 (45.83 , s4 , 45.94). The
average flow speed is 3 mm s21. Turbulent diffusivities are shown for the central surface g n 5 28.12, and contour values reflect 18 3 18
averaging. Regions where flow is blocked by topography are included in the averaging.

FIG. 7. Layer-averaged flow and diapycnal diffusivities for the density layer 28.16 , g n , 28.20 (45.94 , s4 , 45.99). Southward and
westward flow characterizes the western half of the region with speeds 4 to 6 mm s21. Turbulent diffusivities are shown for the central
surface g n 5 28.18.

tracer surface is upward, as it is for nearly all of the
surfaces deeper than the g n 5 28.20 surface. Figures
10 and 11 show contoured fields of w* that have been
highly smoothed. Where ridge topography occupies
each density layer there is no flow, and the contoured
maps show estimates of w* that have been averaged in
18 3 18 cells, which often include regions blocked by
topography. Estimates of upward advection in canyons
exceed w* ù 30 m yr21 and are as large as w* ù 100

m yr21 in some local regions. In FZ canyons, eastward
flow is estimated with magnitude 0.4 6 0.2 mm s21. It
is this eastward canyon transport that supplies fluid for
the diapycnal upwelling.

c. Mixing rates and flow in an abyssal canyon

A fundamental feature of the abyssal Brazil Basin is
the system of crests and canyons associated with the
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FIG. 8. Layer-averaged flow and diapycnal diffusivities for the density class g n . 28.20 (s4 . 45.99). The scale of the vectors is enhanced
relative to Figs. 6 and 7, and the magnitude of the southward flow on the western edge of the region is 2 to 4 mm s21. Estimates of flow
in FZ canyons are eastward with magnitude 0.2 to 0.5 mm s21. Turbulent diffusivities are shown for the surface g n 5 28.22.

FZs of the MAR. Many canyons run zonally for hun-
dreds of kilometers, and each canyon is bounded to the
north and south by crests extending 500 to 1000 m above
the canyon floors. The meridional wavelength of the
canyon–crest system is roughly 30–50 km, and because
of this the flow in these FZs was difficult to resolve in
the inverse model calculations. Instead, each canyon is
better modeled locally so that the special geometry of
the system can be considered.

Consider the integral equations for advection of po-
tential temperature and mass in a density layer bounded
latitudinally by canyon walls. If the density layer is
bounded by a density surface that intersects the canyon
bottom to the east, then the control-volume budgets for
heat and mass are

2 dy dz u Q 1 dx dy w* Q 5 2 dx dy F ,EE EE EE u

(14)

2 dy dz u 1 dx dy w* 5 0.EE EE (15)

Here, the dydz integrals are evaluated at the western
edge of the control volume, and the dxdy integrals are
taken along a surface of constant density. We can al-
gebraically solve expressions (14) and (15) for an along-
canyon flow rate if we express the cross-canyon in-u
tegrals in simplified forms. We take ## dy dz 5 A(yz)u u
and ## dy dz 5 (yz)A(yz) , where A(yz) is the area ofuQ uQ
the cross-canyon section and (yz) is the cross-sectionQ
weighted average of potential temperature. We may also
treat the bounding isopycnal as a surface of nearly con-

stant temperature (xy) of area A(xy) . This allows us toQ
express the flow rate as

22A ^GeN Q &(xy) z
u ù , (16)

A (Q 2 Q )(yz) (xy) (yz)

where the thermal flux has been expressed as Fu 5
2G N22(]Q/]z).e

This expression was evaluated using data from the
section of HRP profiles shown in Fig. 12 for the density
layer with g n . 28.20. The diffusivities along the g n

5 28.20 isopycnal were estimated as the ensemble av-
erage kr 5 ^Ge(h 5 hs)N22& across the canyon width,
down the length of the canyon. Error analyses for the
kr estimates were done using Monte Carlo methods in-
corporating an uncertainty of 6100 m in the bottom
depth, along with the statistical uncertainty in (hab).e
Heat fluxes across the g n 5 28.20 surface are roughly
21 3 1026 m8C s21, with the largest values at the
eastern end. While the easternmost edge of the g n 5
28.20 surface experiences the largest mixing rates, the
stratification there was very weak (N 2 5 6 3 1028 s22),
keeping the buoyancy flux in this area comparable to
fluxes occurring where mixing rates are weaker. These
mixing rates are used in (16) and yield an up-canyon
flow rate of 5 (3.5 6 1) mm s21 at the western edgeu
of the control volume. This result can be compared with
the inverse estimates of (0.4 6 0.2) mm s21 up-canyon
flow. The apparent discrepancy is resolved if volume
transports are compared rather than flow rates. The in-
verse model estimate utilized a subsampled bathymetric
grid, such that the dimensions of canyons are only
coarsely resolved. The canyon width was 55 km over
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FIG. 9. Diapycnal advection (left panel) and diapycnal diffusivities (right panel) on the g n 5 28.08 surface (s4 5 45.83). Contoured
values for both quantities reflect 18 3 18 averaging in cells that include regions blocked by topography.

FIG. 10. Diapycnal advection and diffusivities on the g n 5 28.16 surface (s4 5 45.94). Downward advection dominates the portion of
the region west of 188, while upwelling is estimated in the eastern region where FZ crests are abundant. Uncertainties of the w

*
estimates

on this surface are roughly 620% of the contoured values.

the entire canyon’s depth, giving 3 3 107 m2 as a typical
cross section. The estimate from (16) of canyon flow
relied on more careful estimates of roughly 5.5 3 106

m2 for canyon cross section. Therefore, the inverse es-
timates of volume transport are (0.012 6 0.006) 3 106

m3 s21, while the section-derived estimate is (0.019 6
0.005) 3 106 m3 s21. The two estimates are indistin-
guishable at the significance level of one standard error.

Net diapycnal upwelling is required across the g n 5
28.20 surface between 188 and 16.58W. From mass con-

servation (15), the average diapycnal advection across
g n 5 28.20 in the canyon is 5 (A(yz)/A(xy)) 5 (230w u*
6 70) m yr21.

d. Deep upwelling and mixing efficiency

As presented above, strong diapycnal upwelling is
required to close the heat and mass budgets in the can-
yons. Figure 13 presents a comparison of the a priori
estimates of w* to the inverse solutions for w* on the
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FIG. 11. Diapycnal advection and diffusivities on the g n 5 28.20 surface (s4 5 45.98). Upward advection dominates the surface, and
uncertainties of these w

*
estimates are roughly 640% of the contoured values.

FIG. 12. Density section in the unnamed canyon near 228S. Contours of neutral density g n are
shown, but equivalent values of s4 can be found in the text. The observed data were averaged
vertically and horizontally to produce the field shown. Shaded bathymetry is the canyon floor,
while the bathymetric trace (gray line) shows the average depth of the canyon walls. Isopycnals
denser than g n . 28.12 intersect to floor of the canyon. Dotted vertical lines denote station
profiles.

g n 5 28.20 neutral surface. Inverse estimates are gen-
erally consistent with the a priori estimates of w* at
sites where the g n 5 28.20 surface is more than 300 m
above the bottom. However, the inverse estimates sug-

gest diapycnal upwelling is favored at sites where the
g n 5 28.20 surface is within 300 m of the bottom.

Diapycnal upwelling must be occurring in regions
where turbulence supports a convergent buoyancy flux:
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FIG. 13. Comparison of the a priori estimates of w
*

with the inverse estimates for the g n 5 28.20 (s4 5 45.99)
neutral density surface. Estimates at sites where the g n 5 28.20 surface is more than 300 m above the bottom are
plotted using triangles, and estimates from sites where g n 5 28.20 is less than 300 m above the bottom are plotted
as points. The curve along which the inverse and a priori estimates are equal is shown. Standard errors are shown
for all estimates.

w*N 2 ù 2]Jb/]z . 0. This condition is satisfied by
turbulence occurring close to the bottom since the buoy-
ancy flux must decrease with depth to meet a no-flux
condition at the seafloor. Within the context of (3), the
buoyancy flux is related to the dissipation rate by a
mixing efficiency parameter, Jb 5 2G . We believe thate
a reduction in mixing efficiency near the bottom allows
the no-flux condition to be met at the seafloor. This
reduction may occur in a 1 to 10 m thick boundary layer
(i.e., the ‘‘log layer’’), which was unresolved by our
measurements. However, variations in mixing efficiency
may extend to greater heights in the canyons. The phys-
ical mechanisms controlling the efficiency of mixing
near topography are not well understood, but turbulent
mixing in regions enclosed by topography may favor
mixing with reduced efficiency. Stigebrandt and Aure
(1989) found that mixing in fjords occurred at 0.05 ef-
ficiency. Given our observations of dissipation and strat-
ification along canyon slopes, a decrease in mixing ef-
ficiency from 0.2 to 0.05 in the bottom-most 100 m
above FZ slopes would account for diapycnal upwelling
as large as w* ù 1300 m yr21.

5. Discussion

This work has examined the buoyancy forcing and
circulation occurring in a region of the abyssal ocean.
Turbulent mixing is enhanced over the rough bathym-
etry near the MAR and its associated FZs, and this leads
to enhanced diapycnal advection in these regions. Fur-
thermore, the vortex stretching achieved by this dia-
pycnal advection serves a significant role in the local
balance of potential vorticity.

The signal of abyssal dissipation was found to have
both spatial and temporal content. The spatial distri-
bution of dissipation along an isopycnal is clearly re-
lated to bottom proximity. In the context of the complex
bottom topography associated with FZs, dissipation pro-
files were found to have differing character for three
classes of bathymetry. While dissipation generally in-
creases toward the bottom, levels occurring over the
flanks of sloping bathymetry exceed levels occurring on
FZ crests and the floors of canyons. These spatial trends
accompany a temporal modulation of dissipation, cor-
related with the spring–neap tidal cycle. An attempt was
made to model these spatial and temporal trends, and
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the resulting model features a dependence with hab spe-
cific to the bathymetric classes of crests, canyons, and
slopes. The temporal variability of dissipation was mod-
eled according to a u2 energy flux scaling of linear in-
ternal waves.

The modeled dissipation profiles were employed in
an inverse model that combines their thermodynamic
information with the dynamic constraints implied by the
beta spiral and hydrographic budgets. Specifically, the
dissipation rate model was used to provide both a mea-
sure of the diapycnal diffusivity kr and an a priori es-
timate of the diapycnal advection w*. This approach
proved highly effective in resolving both the isopycnal
and diapycnal components of flow.

a. Local consequences of buoyancy forcing

The results of the inverse calculation suggest that,
while diabatic flow is weak in much of the interior,
stronger levels of turbulence above rough bathymetry
lead to enhanced levels of diabatic flow. Divergence of
the diabatic flow acts as a mechanism of buoyancy forc-
ing for the lateral circulation though the vortex stretch-
ing term ( f /h)(w*(zu) 2 w*(zl)) in the vorticity budget.
The significance of diabatic vortex stretching as a forc-
ing mechanism must be assessed relative to other forcing
agents for the flow. From the inverse estimates, we may
compare the strength of buoyancy forcing to the adia-
batic mechanism of vortex stretching, represented by
( f /h)u · =h in the vorticity budget.

In the deep density layers, adiabatic vortex stretching
is cyclonic, while diabatic vortex stretching is anticy-
clonic. In the region where mixing rates are largest,
these two mechanisms are comparable in magnitude,
and the vortex stretching terms in (2) nearly cancel.
Since by ù 0, there is little meridional flow just above
the level of FZ crests (Figs. 6 and 7). In addition to the
stretching mechanisms, friction imposed by topography
may also be a significant forcing mechanism near the
bottom, though we have not attempted to assess this
contribution. Farther west of the Mid-Atlantic Ridge
where mixing rates are weaker, the adiabatic stretching
exceeds the diabatic stretching, resulting in the south-
ward flow where the largest lateral velocities occur.

Spall (2001) has examined the planetary geostrophic
dynamics for a circulation driven by buoyancy forcing
over sloping topography. In his model, Spall represents
only the large-scale zonal slope of FZ topography, with
diapycnal upwelling from FZ canyons represented as
flow out of the sloping bottom. Spall finds that bottom
pressure torque tends to balance the diabatic vortex
stretching in the deepest density layer, keeping the flow
along the bottom weak even when the buoyancy forcing
is strong.

To produce a clearer summary of the deep circulation
near canyons, a zonal streamfunction (c) was defined
by latitudinally integrating the velocity so that dy 5u
2cz and dy 5 cx, where the latitudinal limits ofw*

integration were taken over the inverse domain (198–
258S),

1
u(x, z) 5 dy u(x, y, z),E

dyE
1

w*(x, z) 5 dy w*(x, y, z).E
dyE

The inverse model grid is coarsely spaced in depth, so an
objective analysis technique (Bretherton et al. 1976) was
used to interpolate the inverse solution and compute the
streamfunction. Prior to the objective analysis, the grid
coordinates were nondimensionalized by the assumed cor-
relation scales. For the vertical dimension, the advective–
diffusive scale ẑ 5 k/w* . 300 m was used, while twice
the baroclinic deformation radius was used for a lateral
scale, x̂ 5 2Rd . 30 km. The autocorrelation of the stream-
function was specified to e fold over three nondimensional
correlation radii, r̂2 5 (z/ẑ)2 1 (x/x̂)2. The resulting
smoothed streamfunction is shown in Fig. 14 relative to
representative bathymetry and the density field. The cir-
culation shallower than 3500 m is characterized by west-
ward flow and diapycnal flow that is downward, while
deeper flow is characterized by diapycnal upwelling at the
eastern ends of canyons feeding westward flow at the level
of the FZ crests. The streamfunction estimates were not
extended deeper than 5000 m, as the objective mapping
loses skill near the canyon floors. However, the diapycnal
upwelling east of 188W indicated by c at 5000 m is con-
sistent with the eastward canyon flow resolved coarsely
in the inverse model solution.

The net transport through a density surface (Ts) can
be expressed in terms of the streamfunction as Ts 5
c(xw) 2 c(xe), where (xe, xw) are the eastern and west-
ern limits of the surface area integral. The transport
calculation is simplified if the eastern limit is taken to
be the longitude where the surface incrops along the
bottom, so that c(xe) 5 0. For the g n 5 28.20 (s4 5
45.98 and u ù 0.88C) surface, the net diapycnal trans-
port between 198 and 258S is (0.34 6 0.14) 3 106 m3

s21. This is the integrated upwelling over 68 of latitude;
the actual upwelling occurs in the canyons. Assuming
that an up-canyon flow of 3.5 mm s21 is typical of
canyons that are 500 m deep and 30 km wide, then six
or seven canyons would carry the required mass for
upwelling. This is consistent with the number of can-
yons in the region.

b. Consequences for the basin-scale mass budget

Maps of seafloor bathymetry show a network of 20–
30 FZs occupying the entire meridional extent of the
Brazil Basin. Additionally, the character of barotropic
tidal energy does not vary significantly along the axis
of the MAR. Treating these as proxies for turbulent
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FIG. 14. The meridionally integrated streamfunction as estimated through objective analysis of the inverse model
solution. Dimensional values of the streamfunction are contoured, and uncertainties are roughly 640%. Representative
bathymetry of the canyon floors (shaded) and crests (gray line) is shown, as are the g n 5 28.10, 28.16, and 28.20
isopycnals.

dissipation, the spatial distribution of mixing depicted
in Fig. 2 may be characteristic of the FZs throughout
the greater basin. This would imply that buoyancy forc-
ing plays an important role in driving the abyssal cir-
culation. Indeed, O’Dwyer and Williams (1997) have
produced basin-scale maps of q 5 f /h that show that
the steamfunction for adiabatic flow in the Brazil Basin
is blocked by boundaries at depths greater than 3500
m. Flow in regions of blocked q contours occurs only
under the action of buoyancy forcing and friction.

Some basin-scale consequences of abyssal buoyancy
forcing are examined by considering the mass budget
for water of temperature class u , 0.88C in the Brazil
Basin. This budget was considered by Hogg et al. (1982)
and Morris et al. (2001). Morris et al. (2001) find that
(3.7 6 1.7) 3 106 m3 s21 of net upwelling occurs across
the u 5 0.88C isotherm surface in the latitude range
between 308S and the equator. If the circulation shown
in Fig. 14 is characteristic of other FZ regions, a simple
scaling of our localized estimate (68 of latitude) for net
upwelling to the basin scale (308 of latitude) suggests
an upwelling across u 5 0.88C isotherm of (1.7 6 0.7)
3 106 m3 s21. This number is in the general range
needed to close the basin-scale mass budget.

The various regions of bottom water circulation in the

Brazil Basin are shown in Fig. 15. Bottom water enters
the basin through the Vema Channel, and a boundary
current carries this deep water northward along the west-
ern portion of the basin (Reid 1989; Speer and Zenk
1993; Durrieu De Madron and Weatherly 1994). How-
ever, over much of the zonal band between 358 and 258W,
FZs are absent and mixing levels and isopycnal slopes
are likely to be small, so the mean flow should satisfy
by ù 0. Indeed, float observations in this region suggest
that the flow is dominantly zonal (Hogg and Owens
1999). Farther to the east, mixing levels and isopycnal
slopes increase above FZ topography. In this region, our
inverse results serve as an example, and diapycnal ad-
vection will influence the lateral flow through the vor-
ticity relation by 5 ( f /h)u · =h 1 f (]w*/]z). Net dia-
pycnal upwelling of water masses colder than u ù 0.88C
likely occurs in FZ canyons. Inversion of observations
from January 1996 to April 1997 indicate a net southward
transport of 2(0.34 6 0.05) 3 106 m3 s21 for the water
class denser than gn . 28.08 in the boxed region (Fig.
15), though recent float observations suggest that merid-
ional flows in this region are time varying (N. Hogg 2001,
personal communication).

The work described here demonstrates that direct
measures of mixing can be combined with hydrographic
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FIG. 15. Schematic of hypothetical circulation of AABW with temperature class Q , 0.88C. Deep waters
enter the through the Vema passage at the southwest corner of the basin, but do not leave the basin
adiabatically. A western boundary current transports deep water northward. East of the boundary current,
but west of FZs, flow is predominantly zonal and satisfies the vorticity equation by ù 0.Above FZs (hatched
region east of 258W), mixing levels and isopycnal slopes increase and the advection of potential vorticity
is balanced by both adiabatic and diabatic vortex stretching. A box is drawn around the region examined
by inverse methods in this study. Net southward transport of AABW was found in this region during the
1996–97 observation period.

observations to give an estimate for circulation that is
consistent with other large-scale budgets. This is in con-
trast to many earlier attempts to reconcile local dissi-
pation estimates with mixing rates inferred from ad-
vective–diffusive budgets. A notable difference between
the current approach and early treatments of dissipation
data rests with the application of an inverse technique
with both microstructure and conventional hydrographic
data. While direct observations of mixing tend to give
detailed information on local diapycnal exchange pro-
cesses, hydrographic budgets predict only the mean of

diabatic forcing over large scales. Neither approach
alone would give a meaningful measure of the full three-
dimensional circulation.

Buoyancy forcing provided by turbulent mixing like-
ly provides the dominant forcing for the abyssal cir-
culation, and the highly localized observations de-
scribed here constitute the only available observations
of deep dissipation. The localized measurements pre-
sented here suggest that the spatial structure of abyssal
buoyancy forcing is far richer than Stommel and Aron’s
example of uniform upwelling.
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