A continuum mechanics model for normal faulting using a strain-rate softening rheology: implications for thermal and rheological controls on continental and oceanic rifting
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Abstract

We use a strain-rate-dependent visco-plastic rheology in a finite element model to investigate the effects of crustal rheology and thermal structure on the development of normal faults in 2-D extending lithosphere. Strain-rate softening in the brittle regime is used to simulate the rate-dependence of frictional strength observed in laboratory studies. Results of numerical experiments show that efficient strain-rate softening can result in localized zones of high strain rate, which develop in response to the rheology and boundary conditions and are not imposed a priori. We argue that these zones of localized shearing are analogous to faults and use the calculated deformation field to predict the preferred location of fault formation for a range of thermal and rheologic conditions. When no regional temperature gradient is imposed, deformation is predicted to be distributed between several sets of conjugate normal faults. However, in the presence of a horizontally varying temperature field, faulting is calculated to focus where the lithosphere is thinnest, forming rift-like topography. Model results predict that when crustal thickness is sufficiently small that no ductile layer is present in the lower crust, deformation is mantle-dominated and rift half-width is controlled primarily by the vertical geothermal gradient. In contrast, when crustal thickness is large enough that the stress accumulation in the upper crust becomes much greater than the stress accumulation in the upper mantle, deformation becomes crust-dominated and the calculated rift half-width is a function of both crustal rheology and the vertical geothermal gradient. This implies that deformation in the brittle upper crust does not behave independently of a strong upper mantle, even in situations where ductile flow occurs in the lower crust. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Rift zones are areas of localized lithospheric extension, typically characterized by a central basin bounded on either side by inward dipping normal faults. Rift flanks are generally uplifted, and
the lithosphere beneath a rift zone is often abnormally thin. Extensional environments are commonly associated with regional uplift, high heat flow, and local magmatism, indicating the presence of a thermal anomaly. Rift zones are observed in both continental (e.g., Rio Grande Rift, Rhine Graben) and oceanic lithosphere (e.g., mid-ocean ridges), and represent the initial stage of continental breakup and seafloor spreading. In this study, we investigate the relationship between the development of rift systems and the rheologic properties of the lithosphere.

The rheologic structure of the lithosphere is often assumed to consist of a brittle layer overlying a ductile region at depth [1,2]. In the brittle regime, strain is accommodated on faults when stress exceeds the frictional resistance on a fault plane. Friction on rock surfaces has been shown to be a complex non-linear function of overburden pressure [3], strain and loading history [4,5], and sliding velocity [6,7]. In the ductile regime, strain is controlled by a temperature-dependent power law that relates stress and strain-rate [8]. Using these relationships, experimentally derived friction and flow laws for crustal and mantle rocks can be incorporated into numerical models of rifting in order to improve our understanding of the tectonic processes that create rift morphology.

A common formulation for the development of normal faults in extensional environments is to treat the lithosphere as an elastic layer floating on an inviscid fluid (e.g., [9–14]). Normal faults are assumed to penetrate the lithosphere, with displacement on an individual fault accumulating until the shear stresses exceed the brittle strength of the lithosphere and a new fault is formed. Unfortunately, these models generally require that the location and dip of faults be specified a priori [15–18], rather than developing in response to the evolving stress field. An alternative class of models assumes that the lithosphere behaves as a non-Newtonian viscous fluid. This approach has been used to describe rift morphology [19–21], the characteristic spacing of faults [22,23], and dynamic topography [24] in extensional environments. An assumption of these continuum models is that deformation occurs on closely spaced faults that can be approximated by plastic flow.

A third approach that has been used to simulate deformation in extensional environments couples an elasto-plastic rheology in the brittle portion of the lithosphere with an elasto-viscous rheology at depth [25–28]. Several recent studies have used this elasto-visco-plastic approach to examine the interaction between non-linear frictional resistance laws and non-Newtonian viscous flow laws. Poliakov and Buck [29] simulated cohesion loss on a fault surface by including strain softening in models of abyssal hill formation at mid-ocean ridges. Similarly, Lavier et al. [30] used cohesion loss to model the development of low angle normal faults in continental environments. Using a different approach, Frederiksen and Braun [31] illustrated that strain softening in the ductile regime could lead to strain localization and the development of mantle shear zones during lithospheric extension. However, these studies do not include the strain-rate dependence of frictional strength on a fault surface that is observed in laboratory studies.

In this study, we incorporate strain-rate softening into the brittle regime of a visco-plastic model of lithospheric stretching. Localized deformation corresponds to zones of high strain rate that develop in response to the rheology and boundary conditions, and are not imposed a priori. Using this formulation, we test the sensitivity of the predicted pattern of deformation to crustal thickness, thermal structure, and the rheologic flow laws describing the crust and mantle. Finally, we compare the results of our numerical simulations to natural examples of continental and oceanic rifts and discuss the implications for the development and evolution of extensional systems.

2. Model setup

At high temperatures geologic materials are observed to flow by dislocation creep, which results in a non-Newtonian power law rheology [2,8]

\[
\dot{\varepsilon} = A(\sigma_1 - \sigma_3)^n \exp(-Q/RT)
\]  

(1)
where $\dot{e}$ is the uniaxial strain rate, $\sigma_1$ and $\sigma_3$ are the maximum and minimum principle stresses, $n$ is the power law exponent, $Q$ is the molar activation energy, $A$ is a material strength constant, $T$ is the temperature, and $R$ is the gas constant (see Table 1 for list of model parameters). The material parameters ($A$, $n$, $Q$) can be determined from laboratory experiments (e.g., [32]) and are approximately independent of stress and temperature. Although the relationship between stress and strain rate is non-linear, we can define a linearized viscosity law [24] by

$$\tau_{ij} = \sqrt{2} \eta \dot{e}_{ij}$$

where $\tau_{ij}$ is the stress tensor, $\eta$ is the effective viscosity, and $\dot{e}_{ij}$ is the strain-rate tensor. This linearization leads to an expression for the apparent effective Newtonian viscosity

$$\eta = B\dot{e}_II^{(1-n)/n} \exp(Q/nRT)$$

where $\dot{e}_II$ is the second invariant of the strain rate tensor, and

$$B = \frac{1}{4} \left( \frac{4}{3A} \right)^{1/n}$$

In the brittle regime, strength is often assumed to be controlled by a frictional resistance law (e.g., [3,33])

$$\tau_{max} = \sigma_0 - C \sigma_n$$

where $\sigma_0$ is the cohesive strength, $C$ is the Coulomb strength coefficient, and $\sigma_n$ is approximately equal to the lithostatic stress. $C$ is defined by

$$C = \frac{\sin(\theta)}{1 + \sin(\theta)}$$

where $\theta$ is the angle of internal friction, which is in turn related to the coefficient of friction, $\mu$, by $\mu = \tan(\theta)$ [34]. Thus for typical values of $\mu$ between 0.6 and 0.85, $C = 0.34-0.39$. Laboratory experiments have shown that dynamic friction is a
function of the sliding velocity, with fault surfaces experiencing lower coefficients of friction at higher strain rates (e.g., [6,7,35]). The degree of strain-rate softening is roughly proportional to the logarithm of the sliding velocity over several orders of magnitude [33]. Furthermore, laboratory studies have also shown static friction on fault surfaces exhibits time-dependent behavior, with the coefficient of friction increasing logarithmically with hold time [36–38]. To simulate the observed time-dependence of frictional strength, we follow the formulation of Neumann and Zuber [39] and Montési et al. [40], expressing the apparent Coulomb strength coefficient, C, as

\[ C = C_o (1 - \gamma \log_{10}(\dot{\varepsilon}_f / \dot{\varepsilon}_o)) \] (7)

where \( C_o \) is the reference strength coefficient, \( \gamma \) is the strain-rate softening coefficient, and \( \dot{\varepsilon}_o \) is the reference strain rate. Note that this frictional law is an implicit function of the grid size, with coarser grids resulting in smaller values of \( \dot{\varepsilon}_f \) in a heterogeneously deforming grid mesh. The importance of this effect will be discussed in Section 3.1.

### 2.1. Numerical procedure

Following the numerical approach of Neumann and Zuber [39], we use a Lagrangian visco-plastic finite element model to calculate extension in a 2-D vertical cross-section of lithosphere. The model space is discretized into 4-node quadrilateral elements, in which the forces applied to each element, \( f^e \), are linearly related to the velocities, \( u^e \), through the element stiffness matrix, \( K^e \). The penalty method with reduced integration [41] is used to define the element stiffness matrices, which are then assembled to form the global stiffness matrix, \( K \). After imposition of the natural (force) and essential (velocity) boundary conditions, the global system of equations, \( K\dot{u} = f \), is solved for the incompressible flow field throughout the model space. The non-linear rheology described above can be solved by iterative linearization of the effective viscosity in each finite element as follows (see also [23,24]):

1. Calculate the initial effective viscosity for each element from Eq. 3 based on the prescribed temperature field, \( T(x,z) \), and a uniform reference strain rate, \( \dot{\varepsilon}_o \).
2. For elements in which the resulting maximum principle shear stress, \( \tau_f = \sqrt{2\eta \dot{\varepsilon}_f} \), is greater than the frictional failure criterion, \( \tau_{\text{max}} \), reset the effective viscosity of the element to \( \eta = \tau_{\text{max}} / \sqrt{2\dot{\varepsilon}_f} \).
3. Form global stiffness matrix, \( K \), prescribe velocity boundary conditions and gravitational body forces, and solve the finite element equation, \( K\dot{u} = f \), for the velocities \( u \).
4. Based on the velocities calculated in Step 3, recalculate the strain rate in each element and use Eq. 3 to update the element effective viscosities.
5. Repeat steps 2–4 until the desired level of convergence is reached.
6. Deform grid by applying nodal velocities, \( u \), over a reference time step \( \Delta t \).
7. Repeat steps 2–6 until 1% total strain is achieved.

The results of the numerical experiments presented here should be treated as a proxy for the initial pattern of deformation that will develop for a given set of thermal and rheologic parameters, rather than as a method to study the evolution of individual faults over geologic time. The rotation of fault blocks in highly extended terrains can generate large flexural stresses (e.g., [11,12]) that are not accounted for in the visco-plastic formulation described above. By limiting our numerical experiments to a maximum of 1% total extension, we can safely ignore these elastic stresses and also eliminate numerical inaccuracies associated with the distortion of model elements.

The numerical model setup is illustrated in Fig. 1. A uniform horizontal velocity, \( u_x = U \), is imposed on the right-hand side of the model space (\( x = X_o \)). For numerical efficiency, a symmetry condition is placed on the left-hand side of the model (\( x = 0 \)) such that \( u_x = 0 \) and \( \tau_{xz} = 0 \). The top boundary (\( z = 0 \)) is stress free. Because we consider only small far-field strains, hydrostatic restoring forces associated with lithospheric and crustal thinning will be small and we assume the bottom boundary (\( z = Z_o \)) is free-slip with no vertical velocity. The model dimensions, \( X_o = 55 \) km and \( Z_o = 60 \) km, are specified to insure that the
boundaries do not significantly influence the final solution. For each numerical experiment the finite element grid is adjusted to give maximum resolution (with grid size of 300 x 300 m) where strain is concentrated. The crustal thickness, t_c, is defined to be constant across the model space, with the crust and mantle material parameters given by A_c, n_c, Q_c and A_m, n_m, Q_m, respectively. The reference strain rate, \( \varepsilon_0 \), is defined to be 10^{-14} s^{-1}, and the strain rates reported here are referenced to this value.

The temperature field is defined by two parameters, the depth to the 700°C isotherm at \( x = 0, z_o \), and the slope of the 700°C isotherm, \( d z/dx \) (Fig. 1). Above the 700°C isotherm, temperature is assumed to be controlled by conductive cooling and is linear with depth,

\[
T(x, z \geq z_o) = \frac{\partial T}{\partial z}(x)
\]

For depths greater than \( z_o \), temperature follows a steady-state half-space cooling model,

\[
T(x, z > z_o) = 700 + \left( T_m - 700 \right) \text{erf}\left( \frac{\sqrt{\pi} z - \frac{\partial T}{\partial z}(x)}{2(T_m - 700)} \right)
\]

where \( T_m \) is the mantle temperature and \( \frac{\partial T}{\partial z}(x) \) is the vertical geothermal gradient defined by \( z_o \) and \( d z/dx \) at all points across the model space.

3. Numerical results

In this section we present a series of numerical experiments to evaluate the sensitivity of the predicted style of lithospheric deformation to the degree of strain-rate softening, regional thermal structure, crustal thickness, and the rheologic flow laws used to describe the crust and mantle.

3.1. Strain-rate softening coefficient

In order to examine the effect of strain-rate softening on the pattern of deformation during extension, we tested a range of values for the strain-rate softening coefficient, \( \gamma \), between 0 and 0.2. Fig. 2a,b shows the deformed finite element grid for \( \gamma \) values of 0 and 0.15, respectively. When strain-rate softening is ignored (\( \gamma = 0 \)), a diffuse region of moderately high strain-rates develops near the rift axis. In contrast, when \( \gamma = 0.15 \), high strain rates are focused into a narrow zone of localized deformation, resulting in a fault-like scarp in the surface topography (Fig. 2c). In both cases the predicted pattern of strain is more developed at some distance away from the rift axis. This is caused by the formation of a plastic shear zone (either diffuse or localized) in response to the thermal perturbation and the downward motion of material above this zone as a block. Note that the topography resulting from purely visco-plastic deformation results in very little uplift of the rift flanks, consistent with results from previous numerical studies [28,42].

Fig. 3a illustrates the degree to which the strain-rate softening coefficient \( \gamma \) controls both the calculated width of the deformation zone and the maximum value of strain rate at \( z = 0 \) km. The minimum width of the deformation zone is controlled by the spacing of the finite element grid, and is \( \sim 4 \) elements wide. Based on this analysis, it appears that values of \( \gamma \geq 0.10 \) are sufficient to
Fig. 2. Numerical simulations illustrating the importance of the strain-rate softening coefficient, $\chi$, on localizing deformation into narrow fault-like shear zones. (a) $\gamma=0$. (b) $\gamma=0.15$. The deformed finite element grid (right) is shown after 1% total strain, with colors representing the second invariant of the strain-rate tensor normalized to the reference strain-rate, $\varepsilon_o$, in each element. Only upper left portion of model is shown; overall model dimensions are $X_o=55$ km and $Z_o=60$ km. The initial temperature field ($\tau > 15$ km, $d\tau/dx=0.15$) is shown on the left, with temperature contour interval of 100°C. A 20-km-thick crust is assumed (gray box on left; bold lines on right). The experimental flow laws 3 [51] and 7 [32] from are used for the crust and mantle, respectively. Location of Fig. 4 is shown by dashed box. (c) Surface topography of numerical simulations in (a) and (b). Note that the incorporation of strain-rate softening focuses high strain rates into a narrow zone, generating a fault-like scarp in the surface topography.
localize deformation in a narrow shear zone analogous to a fault (referred to hereafter as a ‘fault zone’), and we choose $\gamma = 0.15$ for the remainder of the numerical experiments presented in this study. For the $\sim 2$ order of magnitude increase in $\dot{\varepsilon}_H$ relative to $\dot{\varepsilon}_o$ within the fault zone shown in Fig. 2b, $\gamma = 0.15$ would result in a $\sim 30\%$ reduction of the apparent strength coefficient, $C$, and a $\sim 50\%$ reduction in the coefficient of friction, $\mu$.

Values of $\gamma$ derived from laboratory experiments range from 0.01 to 0.025 [37,38], approximately one order of magnitude lower than the values necessary for localization in our numerical experiments. The reason for this discrepancy is likely related to the difficulties in scaling laboratory-based friction laws to lithospheric-scale models of deformation. For example, as noted earlier, the grid spacing of the numerical model can influence the average strain rate in each element and thus the degree of localization for a given $\gamma$ value (Eq. 7). If the grid resolution is increased, a smaller value of $\gamma$ will be required to generate an equivalent amount of weakening (Fig. 3b). We observe that while the magnitude of the weakening parameter is scale-dependent, the location of the predicted fault zone is not significantly affected by the chosen grid resolution.

It is important to note that the predicted pattern of deformation develops in response to the initial temperature field, crustal thickness, and rheologic flow laws, and is not imposed a priori. Thus, the results of our numerical simulations can be used to predict the preferred location of fault formation for an initial set of thermal and rheologic conditions. Neumann and Zuber [39] also used a strain-rate softening rheology in the brittle regime to model the development of fault-like shear zones in an extending lithosphere. However, they considered only a horizontally homogeneous plate exposed to a 0.5-km perturbation in surface topography at the rift axis. In the models presented here, the initial topography of the model space is uniform, and the deformation pattern develops from the prescribed horizontal variations in the temperature field.

Fig. 4 shows the stress field around the fault zone in Fig. 2b. The effective viscosity of the elements within the fault zone is typically four to six orders of magnitude lower than in the adjacent regions. High stresses ($\tau_{max} > 100$ MPa) are predicted near the base of the brittle upper crust and in the upper mantle, while the ductile lower crust is characterized by values of $\tau_{max} < 20$ MPa. Within the fault zone, stresses are also low due to the low effective viscosity of these elements. This is significant because it implies that our visco-plastic formulation for strain-rate softening is limited to generating ‘weak’ faults characterized by low friction coefficients. The physical implication of this limitation is that the fault zones formed in our models will be characterized by dip angles of 45°. The zones adjacent to the fault, however, are characterized by elevated stresses. In the foot wall, the direction of maximum tensile stress is rotated from horizontal into the direction of deformation. This prediction is similar to modeling by Chéry [18] of the stress field around a weak fault zone in a visco-elastic space.
3.2. Horizontal temperature gradient

Extension in continental lithosphere typically results in the formation of either wide (e.g., basin and range) or narrow (e.g., Rhine Graben, Baikal) rift zones. Models to distinguish between these two styles of rifting have focused on the thermal evolution of the lithosphere through time. In these models thermal state is the result of equilibrium between the relative rates of heat advection due to asthenospheric upwelling and thermal diffusion through increased surface heat flow (e.g., [43,44]). Narrow rift zones are thought to result from runaway lithospheric thinning caused by rapid extension, while wide rifts develop when strain rates are low and thermal diffusion dominates [45]. Other mechanisms that have been proposed to produce wide rifts include viscous strengthening and isostatic compensation of rift-related topography [46]. Because our numerical experiments are limited to small amounts of total strain, we cannot examine the long-term evolution of rift zones in which thermal state may evolve as a function of necking, viscous

Fig. 4. Stress field corresponding to the numerical simulation shown in Fig. 2b. Colors indicate the magnitude of \( \tau_{\text{max}} \) in each element and white lines show the direction of maximum tensile stress with length scaled to the magnitude of \( \tau_{\text{max}} \). Thick black line represents crust-mantle boundary. Note that \( \tau_{\text{max}} \) reaches a maximum value near the base of the brittle upper crust and increases again in the upper mantle. Note also that the region of high strain rate in the inclined ‘fault-like’ shear band corresponds to an area of rotated maximum tensile stress direction and a decrease in the magnitude of \( \tau_{\text{max}} \).

Fig. 5. Numerical simulations illustrating the importance of the horizontal temperature gradient in localizing deformation on a regional scale. (a–d) show deformed finite element grids after 1% total strain for \( z_0 = 5 \) km and \( dz/dx = 0, 0.01, 0.05 \) and 0.15, respectively. A 6-km-thick crust is assumed (bold lines), and the flow laws 3 [51] and 7 [32] from Table 2 are used for the crust and mantle, respectively. When no lateral temperature gradient is present (a), deformation is distributed between several sets of conjugate normal faults. However, when \( dz/dx > 0.10 \), deformation is localized on one major fault near the rift axis.
flow, sedimentation and erosion. However, assuming the pattern of deformation will equilibrate rapidly relative to the evolving thermal conditions, we can examine the sensitivity of deformation to the thermal state of the lithosphere.

Fig. 5 illustrates the deformation pattern calculated for four different horizontal temperature gradients. In each numerical experiment, the depth of the 700°C isotherm at the rift axis, \( z_o \), is held constant at 5 km, while the horizontal slope of the 700°C isotherm, \( \frac{dz}{dx} \), is varied from 0 to 0.15. We choose a maximum horizontal gradient of 0.15 because it corresponds to the approximate gradient predicted for slow-spreading mid-ocean ridge with a spreading half-rate of 1 cm/yr. When no horizontal gradient is present (\( \frac{dz}{dx} = 0 \)), deformation is predicted to be distributed over several sets of conjugate normal faults (Fig. 5a). As the value of \( \frac{dz}{dx} \) is increased, deformation focuses near the thinnest part of the lithosphere (Fig. 5b,c). This focusing is characterized by fewer predicted faults, higher strain rates on individual faults, and a preferential dip direction toward the rift axis. Values of \( \frac{dz}{dx} > 0.10 \) result in focusing onto a single fault centered near the rift axis (Fig. 5d).

### 3.3. Crustal thickness

Crustal thickness is also predicted to play an important role in controlling the style of deformation during extension. Crustal rocks are typically weaker than mantle rocks (e.g., [8]). Therefore, under a constant set of thermal conditions the brittle–ductile transition will tend to be shallower in rifts with thick crust than in those with thin crust. We investigated the influence of crustal thickness, \( t_c \), on rift half-width for values of \( t_c \) ranging from 0 to 40 km (Fig. 6). Rift half-width is defined as the distance from the rift axis to the topographic scarp formed by the primary fault–like shear zone (see Fig. 2c). For small values of \( t_c \), the entire crustal layer is predicted to behave brittlely and the resultant rift half-width is independent of crustal thickness. However, once \( t_c \) is large enough for a ductile region to form in the lower crust, rift half-width is calculated to decrease with increasing crustal thickness. Eventually, \( t_c \) becomes sufficiently large that rift half-width no longer decreases and remains constant for further increases in \( t_c \).

We term the two regimes in which rift half-width is independent of crustal thickness mantle-dominated (\( t_c \) small, rift half-width large) and crust-dominated (\( t_c \) large, rift half-width small) deformation, respectively. The range of crustal thicknesses over which deformation changes from mantle-dominated to crust-dominated is referred to as the transition zone (see Fig. 6). Gerbault et al. [47] described a similar transition in compressional systems from faulting in a coupled crust–mantle layer to faulting in only the crustal
layer. Fig. 7 shows three numerical experiments illustrating the transition from mantle- to crust-dominated deformation. Note that the transition to crust-dominated deformation is complete only when stress accumulation in the upper crust is much greater than stress accumulation in the upper mantle. The numerical experiments presented in Sections 3.4 and 3.5 allow us to constrain how the transition from mantle- to crust-dominated deformation varies as a function of both crustal rheology and thermal state.

3.4. Crustal rheology

Within the ductile deformation regime, the strength of the crust at a given temperature and strain rate is defined by the material parameters $A_c$, $n_c$, and $Q_c$ in Eq. 1. The flow laws for a wide range of crustal and mantle rocks have been determined in experimental studies. In addition to mineralogy (e.g., quartz vs. feldspar aggregates), water content plays an important role in controlling the strength of a material [48]. For example, in samples of diabase the presence of water can result in a two- to three-order of magnitude decrease in effective viscosity [49]. The use of a dry rheology may be particularly relevant in environments that experience volcanism during rifting, as water is an incompatible element and likely to be preferentially extracted during the initial stages of melting. Table 2 lists experimental flow laws for several different wet and dry crustal rheologies, which we classify as weak, intermediate, and strong. Fig. 8 shows the effective viscosity versus depth for these rheologies assuming $z_o=15$ km (or a vertical geothermal gradient of 46 K/km at $x=0$ km).
In Fig. 6 we illustrate the effect of crustal rheology on rift half-width for a weak (flow law 2 [50] in Table 2), intermediate (flow law 3 [51]), and strong (flow law 6 [52]) rheology. All three rheologies predict the same rift half-width in the mantle-dominated deformation regime. However, the transition between mantle- and crust-dominated deformation is predicted to begin at a slightly larger crustal thickness for the strong rheology than for the intermediate or weak rheologies. Further, the strong rheology results in a rift half-width for the crust-dominated regime that is \( \sim 1.5 \) times greater than the value predicted by the intermediate rheology and \( \sim 4 \) times greater than that predicted by the weak rheology. In reality, the lower continental crust is most likely composed of a feldspar-dominated mineralogy [53]. Thus, model results corresponding to either the strong or intermediate rheologies are most applicable to continental extensional environments.

3.5. Vertical geothermal gradient

In Section 3.2, horizontal variations in temperature were shown to play an important role in localizing deformation on a regional scale. Here we illustrate how the vertical geothermal gradient, \( \frac{\partial T}{\partial z}(x) \), affects rift half-width for values of \( \frac{\partial T}{\partial z}(x = 0) \) ranging from 25 to 140 K/km (Fig. 9). Our numerical results predict that as the vertical geothermal gradient decreases, rift half-width increases. Moreover, smaller geothermal gradients also result in larger changes in the predicted rift half-width with increasing crustal thickness.

<table>
<thead>
<tr>
<th>Curve</th>
<th>Material</th>
<th>( A )  (MPa(^{-1}) s(^{-1}))</th>
<th>( n )</th>
<th>( Q )  (kJ mol(^{-1}))</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weak</td>
<td>Heavitree quartzite (wet)</td>
<td>( 2.91 \times 10^{-3} )</td>
<td>1.8</td>
<td>151</td>
<td>[57]</td>
</tr>
<tr>
<td></td>
<td>Westerly granite (wet)</td>
<td>( 2.00 \times 10^{-4} )</td>
<td>1.9</td>
<td>140</td>
<td>[50]</td>
</tr>
<tr>
<td></td>
<td>Intermediate crust</td>
<td>( 6.12 \times 10^{-2} )</td>
<td>3.05</td>
<td>276</td>
<td>[51]</td>
</tr>
<tr>
<td></td>
<td>Maryland diabase (dry)</td>
<td>( 2.00 \times 10^{-6} )</td>
<td>3.3</td>
<td>186</td>
<td>[50]</td>
</tr>
<tr>
<td></td>
<td>Westerly granite (dry)</td>
<td>( 5.00 \times 10^{-6} )</td>
<td>3.2</td>
<td>220</td>
<td>[58]</td>
</tr>
<tr>
<td>Strong</td>
<td>Heavitree quartzite (dry)</td>
<td>( 1.90 \times 10^{2} )</td>
<td>4.7</td>
<td>485</td>
<td>[52]</td>
</tr>
<tr>
<td></td>
<td>Maryland diabase (dry)</td>
<td>( 1.00 \times 10^{3} )</td>
<td>3</td>
<td>520</td>
<td>[32]</td>
</tr>
</tbody>
</table>

Fig. 9. Effect of the vertical geothermal gradient on the predicted rift half-width. Geothermal gradients of 140 (squares), 70 (diamonds), 46 (circles), 35 (triangles) and 25 K/km (inverted triangles) corresponding to \( z_0 = 5, 10, 15, 20 \) and 28 km, respectively. Each symbol represents the results of one numerical experiment. Black and gray symbols represent results for strong (flow law 6 [52] in Table 2) and intermediate (flow law 3 [51]) rheologies, respectively. Rift half-width is predicted to increase with decreasing geothermal gradient. Note that smaller geothermal gradients also result in larger changes in rift half-width with increasing crustal thickness.
half-width between the mantle- and crust-dominated deformation regimes.

Fig. 9 provides a summary of the combined effects of crustal thickness, crustal rheology and vertical geothermal gradient on rift half-width. In general, when crustal thickness is small and deformation is mantle-dominated, rift half-width is predicted to be controlled primarily by the vertical geothermal gradient. In contrast, when crustal thickness is large and deformation is crust-dominated, the calculated rift half-width is a function of both crustal rheology and vertical geothermal gradient.

4. Discussion

4.1. Strain-rate vs. strain softening

While previous modeling studies have examined the effect of strain softening on strain localization in the lithosphere [29–31], the goal of this study is to investigate strain-rate softening as a mechanism for fault generation in a continuum model. Our choice of weakening mechanisms was motivated by several considerations. First, laboratory studies have shown that frictional strength on fault surfaces is a function of (1) the sliding velocity during periods of steady-state sliding [6,7,35] and (2) the length of the hold time during interseismic periods [36–38]. Furthermore, a recent instability analysis by Montési and Zuber [54] found that velocity weakening on faults results in a highly negative inverse effective stress exponent, indicative of efficient strain localization. Velocity weakening is not the only mechanism characterized by a negative inverse stress exponent. Cohesion loss, shear heating, and grain-size feedbacks are also predicted to produce localization [54]. Poliakov and Buck [29] and Lavie et al. [30] showed that strain softening due to cohesion loss on a fault surface could produce fault-like behavior in numerical models of deformation. In reality, both strain and strain-rate softening are likely to be important mechanisms for strain localization in the lithosphere, and further modeling efforts are necessary to examine the interplay between these processes.

4.2. Crust- vs. mantle-dominated deformation

Most previous studies of normal fault initiation have treated the upper crust as an elastic–plastic layer floating on an inviscid substrate and ignored the effects of a strong upper mantle at depth (e.g., [9–12,14,30]). Results of instability analyses (e.g., [23]) and the numerical calculations presented here, however, clearly suggest that the mantle may play a significant role in controlling deformation in the upper crust, even in the presence of a ductile lower crustal layer. Of particular interest is the thickness of the ductile layer required for transition from mantle-dominated to the crust-dominated deformation. One end-member model that is frequently used to describe this transition proposes that the mere presence of a ductile zone in the lower crust is sufficient to decouple the upper crust from the upper mantle. This model is illustrated by the abrupt transition from mantle- to crust-dominated deformation as a function of crustal thickness predicted by Shaw and Lin [14] (Fig. 6). In contrast, the numerical results presented in this study suggest that rift half-width decreases over a range of crustal thicknesses (Figs. 6 and 9), not at a single, critical value as would be predicted by this end-member model.

Based on the results of our numerical experiments we find that the thickness of the ductile layer required for decoupling is a function of both the vertical geothermal gradient and the crustal rheology (Fig. 9). Specifically, crust-dominated deformation is only predicted when the stress accumulation in the upper crust is much greater than the stress accumulation in the upper mantle. If correct, this implies that deformation in the brittle upper crust will not behave independently of a strong upper mantle, even in the presence of a thick ductile lower crustal channel. This prediction is in agreement with the instability analysis of Zuber et al. [23] and modeling by Braun and Beaumont [26] who found that a strong ‘fiber’ in the upper mantle could affect the necking style of extending lithosphere. In summary, we conclude that a strong upper mantle will increase the width of active deformation in the upper crust, even in situations where ductile flow occurs in the lower crust.
4.3. Comparison to natural rifts

A common approach that has been used to explain the development of wide versus narrow rift zones is to integrate the strength of the lithosphere with depth and estimate the force needed for continued extension (e.g., [21, 43, 45]). If the force decreases with time, extension should stay localized and a narrow rift will form. Alternatively, if the force increases then extension will migrate laterally forming a wide rift. The effects of thermal structure, strain rate, crustal thickness, and lower crustal flow can be incorporated into these models, and the sensitivity of rift style on each of parameter can be assessed [21].

However, while these 1-D models are useful for examining the long-term evolution of extensional systems, they cannot predict the specific pattern of deformation that will be produced by a given set of thermal and rheological conditions. In contrast, the numerical approach presented here allows us to explicitly calculate the preferred location of fault formation for a given set of initial conditions. Fig. 5a illustrates how a wide zone of distributed deformation can develop under laterally homogeneous thermal conditions. In contrast, when a regional temperature gradient is present, extension will focus onto one or two primary normal faults and a narrow rift will form (Fig. 5d). The width of narrow rifts is highly dependent on the specific horizontal thermal conditions of the region. However, if we assume that the bounding faults of most narrow rifts are controlled by a relatively broad thermal gradient, we can test the predictions of our numerical models with observations from natural extensional systems.

Table 3 provides a summary of crustal thickness, heat flow, and rift basin width for both narrow continental and oceanic rift zones. Corre-

### Table 3

<table>
<thead>
<tr>
<th>Rift zone</th>
<th>Rift basin width (km)</th>
<th>( t_c ) (km)</th>
<th>Heat flow (mW/m²)</th>
<th>( \frac{dT}{dz} ) (K/km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albert Rift (Al)</td>
<td>40–70 [63,64]</td>
<td>–</td>
<td>28–118 [65]</td>
<td>8–35</td>
</tr>
<tr>
<td>Tanganyika Rift (T)</td>
<td>40–70 [63,66]</td>
<td>–</td>
<td>25–110 [67]</td>
<td>7–32</td>
</tr>
<tr>
<td>Baikal Rift (B)</td>
<td>50–80 [70,71]</td>
<td>35–46 [72,73]</td>
<td>45–100 [74–76]</td>
<td>13–30</td>
</tr>
<tr>
<td>SW Indian Ridge (SWIR)</td>
<td>5–50 [94,95]</td>
<td>2–6 [96,97]</td>
<td>N.A.</td>
<td>50–100</td>
</tr>
</tbody>
</table>

All references [59–100] are in a Background Data Set.

---

1 http://www.elsevier.com/locate/epsl
sponding vertical geothermal gradients for continental rifts have been calculated from heat flow values after Pollack and Chapman [55]. Because hydrothermal circulation makes heat flow measurements at mid-ocean ridges difficult to interpret, geothermal gradients at the Mid-Atlantic Ridge and Southwest Indian Ridge were calculated from the passive flow model of Phipps Morgan and Forsyth [56]. Rift basin width reflects as closely as possible the average distance separating the main bounding faults of each rift. However, there is significant uncertainty in these estimates as basin width is often highly variable along an individual rift. Furthermore temporal evolution, local magmatism, and fault scarp retreat can all alter the width of the rift basin in ways not accounted for in our model.

In Fig. 10 we compare model predictions of rift half-width with the data for the natural rift zones compiled in Table 3. Predicted rift half-widths are calculated as a function of the vertical geothermal gradient for an intermediate crustal rheology and crustal thickness values of 6, 15, 24 and 40 km, respectively. Acknowledging the uncertainties involved in estimating both basin width and geothermal gradient for natural rift zones, the data clearly show a transition from cool, wide continental rifts to warm, narrow oceanic rifts that is consistent with the predictions of our model. Comparing our results to the elasto-visco-plastic calculations of Chéry et al. [28], we find that for similar rheologic structures our model predicts narrower rifts. This discrepancy is likely related to the fact that we calculate rift width as a function of the distance between the bounding faults. In contrast, because Chéry et al. [28] do not include localization, deformation is more distributed and rift width is calculated from the location of the uplifted rift flanks. Future work will involve more focused studies of individual rifting environments in order to place more quantitative constraints on the thermal and rheologic conditions at depth.

5. Conclusions

The results of this study illustrate how strain-rate softening in the brittle regime affects the pattern of lithospheric deformation in extensional settings. For strain-rate softening coefficients $\geq 0.10$, localized zones of high strain-rate are predicted to develop in response to the rheology and boundary conditions. We argue that these narrow shear zones, typically characterized by strain rates four to six orders of magnitude greater than the adjacent regions, are analogous to normal faults. Because these fault-like zones are not imposed a priori, we have used the calculated deformation field to investigate the sensitivity of crustal deformation to thermal state, crustal thickness, and rock rheology.

When no regional temperature gradient is imposed, deformation is predicted to be distributed between several sets of conjugate normal faults. However, in the presence of a horizontally varying temperature field, faulting is predicted to focus where the lithosphere is thinnest. We also investigated the effect of crustal thickness, crustal rheology, and vertical geothermal gradient on rift half-width. Our numerical results predict that when crustal thickness is small, deformation will be mantle-dominated and rift half-width will be controlled primarily by the vertical geothermal gradient. In contrast, when crustal thickness is large and deformation becomes crust-dominated, rift half-width will be a function of both crustal rheology and the vertical geothermal gradient.

We hypothesize that the transition between crust-dominated and mantle-dominated deformation is related to the relative stress accumulation in the upper crust and upper mantle. Model results predict that for the range of parameters examined in this study, crust-dominated deformation will occur only when the stress accumulation in the upper crust becomes much greater than the stress accumulation in the upper mantle. This implies that deformation in the brittle upper crust does not behave independently of a strong upper mantle, even in situations where ductile flow occurs in the lower crust.
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