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a  b  s  t  r  a  c  t

Westerly  wind  bursts  or events  (WWBs  or  WWEs)  are  commonly
viewed as  stochastic  processes,  independent  of any  oceanic  forc-
ing.  Some  recent  work  and  observations  have  suggested  that  these
events  can  be viewed  as  state-dependent  noise  in  that  they  are
modulated  by  the  SST  variability.  This  potentially  affects  the pre-
dictability  of  the  El  Niño  Southern  Oscillation  (ENSO).  In  this  study,
we  examine  the  impact  of  parameterized  WWBs  on  ENSO  vari-
ability  in  the  Community  Climate  System  Model  version  3.0  and
4.0  (CCSM3  and  CCSM4).  The  WWBs  parameterization  is  derived
based  on  50  years  of  atmospheric  reanalysis  data  and  observed  esti-
mates  of  tropical  Pacific  SST.  To  study  the  impact  of  WWBs  three
experiments  are  performed.  In  the  first  experiment,  the  model  is
integrated  for  several  hundred  years  with  no prescribed  WWBs
events  (i.e.  the  control).  In  the  second  case,  state-independent
WWBs  events  are  introduced.  In  other  words,  the occurrence,  loca-
tion,  duration,  and  scale  of  the  WWBs  are  determined  (within
bounds) randomly.  These  wind  events  are  always  positive  (east-
ward)  without  a westward  counterpart  and  are  totally  independent
of  the  anomalies  in  the  state  variables,  and  can  be thought  of  as
additive  noise.  For  the  third  case,  the WWBs  are  introduced  but  as
multiplicative  noise  or state-dependent  forcing,  modulated  by  SST
anomalies.

The statistical  moments  for the  Niño  3.4  index  shows  that  the
state-dependent  case  produced  larger  El  Niño  Southern  Oscilla-
tion  (ENSO)  events  and  the  bias  toward  stronger  cold  events  is
reduced  as  compared  to the  control  and  the  state-independent  runs.
There  is  very  little  difference  between  the  control  and  the  state-
independent  WWB  simulations  suggesting  that  the  deterministic
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component  of  the  burst  is  responsible  for reshaping  the  ENSO
events.  Lag-lead  correlation  of ocean  variables  with  Niño  3.4  index
suggests  larger  temporal  coherence  of  the  ENSO  events.  This,  along
with SSTA  composites,  also  suggest  a shift  toward  a more  self  sus-
tained  mechanism  as  the  experiments  progress  from  the  control
to the  state  dependent  WWBs.  Overall,  the  parameterized  WWBs
have  the  capability  to  modify  the  ENSO  regime  in  the  CGCM,  demon-
strating the  importance  of  sub-seasonal  variability  on interannual
time  scales.  The  fast  varying  (stochastic)  component  of  WWB  is  of
little importance,  whereas  the  slow  (SST  dependent)  component
has  a significant  impact  overall.  The  results  are  consistent  between
CCSM3  and  CCSM4.

© 2012 Elsevier B.V. All rights reserved.
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1. Introduction

There are currently two main hypothesis that describe the lost of predictability of the tropical Pacific
coupled system. One school of thought asserts that El Niño Southern Oscillation (ENSO) is intrinsically
chaotic because of the nonlinear dynamics of the coupled system (Zebiak and Cane, 1987; Münnich
et al., 1991; Jin et al., 1994; Tziperman et al., 1994, 1995; Chang et al., 1994; Zebiak, 1989; Wang et al.,
1999), and while stochastic forcing can affect predictability, it is of secondary importance compared to
the uncertainty in the initial conditions. Here, the slow component of the coupled system has two major
natural modes of variability: the annual cycle, which is a response to external forcing, and internal
modes (e.g. ENSO), which is due to air–sea coupling. ENSO interaction with the annual cycle could
possibly produce irregularities and the loss of predictability. The second school of thought argues that
the irregularity of ENSO and ultimately the loss of predictability are largely driven by stochastic forcing
(e.g. Kirtman and Schopf, 1998; Eckert and Latif, 1997; Blanke et al., 1997; Penland and Matrosova,
1994; Penland and Sardeshmukh, 1995; Flügel and Chang, 1996; Moore and Kleeman, 1996; Kleeman
and Moore, 1997; Xue et al., 1997; Chen et al., 1997; Moore and Kleeman, 1999a, b; Thompson and
Battisti, 2001; Kleeman et al., 2003; Flügel et al., 2004; Zavala-Garay et al., 2003, 2004, 2005, 2008).
If the stochastic forcing or noise is of primary importance then it is possible that the details (e.g.
space–time structure and state dependence) of the noise are also important. McPhaden (2004) found
that in order to predict ENSO development, it is not sufficient to know its preferable condition, (e.g.
heat content buildup along the equator) highlighting the potential importance of stochastic forcing
on the coupled system.

Implicitly stochastic view makes use of scale-separation to divide the tropical dynamic system into
fast and slow time scales, although noise does occur on all space and time scales. Here, the fast time
scale is originated from the life cycle of tropical atmospheric convection, while the slow time scale
derives from the relaxation time of the ocean basin modified by air–sea coupling. If variability from
the fast component projects onto the pattern of susceptibility, it could perturb the couple system.
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These patterns may  vary among different coupled models and the system may  rapidly develop a very
characteristic response, which in some coupled models strongly resembles a westerly wind burst
(WWBs; Kleeman, 2008).

WWBs  are an example of stochastic forcing of ENSO as they appear to be associated with internal
variability of the atmosphere (e.g. Zhang and Gottschalck, 2002; Hendon et al., 2007) yet also seem
to influence ENSO events. For example, Moore and Kleeman (1999a, b) calculated the stochastic opti-
mal  of an intermediate coupled model and argued that their spatial structure is consistent with the
spatial structure associated with observed WWBs. In addition, Luther et al. (1983) concluded that the
weakening of trade winds over the central Pacific before El Niño, from 1950 to 1978, was related to a
series of strong WWBs. Westerly wind anomalies excite downwelling Kelvin waves that propagates
eastward about the equator (Harrison and Schopf, 1984; McPhaden et al., 1988, 1992; McPhaden,
1999; Lengaigne et al., 2002). The effect of WWBs  on sea surface temperature (SST) in the Pacific was
studied by Vecchi and Harrison (2000).  In this study, they found that WWBs  represent a fundamental
process for waveguide warming during the onset of El Niño and for eastern and central Pacific warm
SSTA maintenance during El Niño.

These WWBs  seem to result from various mechanisms, first from the Madden-Julian oscillation
(MJO; Chen et al., 1996), however, a statistical relationship between the MJO  and WWBs  has not
been well established. Zhang and Gottschalck (2002) indicated a tendency for larger SST anomalies of
ENSO warm events in the eastern Pacific, to be preceded by stronger oceanic Kelvin wave anomalies
induced by the MJO  in the western Pacific. Second, cold surges from mid-latitude over the western
Pacific (Love, 1985; Chu, 1988; Kiladis et al., 1994). Yu and Rienecker (1998) indicated in their case
study of the 1997–98 El Niño that WWBs  were associated with cyclones induced by a northerly surge in
phase with the convective passage of the MJO. Yu et al. (2003) showed that changes in northerly surge
pathways, influenced by ENSO phases, were related to WWB  occurrences through cyclone formations
over the western Pacific. However, it remains statistically unclear whether the surges are essential for
WWB occurrences and the possibility that the MJO  prepares the favorable environment for intrusion of
cold surges. Third, WWBs  can result from tropical cyclones (Keen, 1982), or a combination of the three
(Yu and Rienecker, 1998). WWBs  associated with twin cyclones over the western Pacific, accelerated
the development of the 1986–87 El Niño event (Nitta and Motoki, 1987; Nitta, 1989). Murakami
and Sumathipala (1989) emphasized that collective occurrences of WWBs  lasting 7–20 days over
the western Pacific were related to ENSO.

WWBs  anomalies have amplitude of about 7 m s−1 and they may  last for up to 20 days (Harrison
and Vecchi, 1997). There is a large range of definitions for WWBs  in the literature. Verbickas (1998)
found that these bursts occur on average 3 times per year, with a higher incidence during the warm
phase of ENSO (or El Niño). WWBs  events are commonly viewed as completely stochastic processes,
independent of any oceanic forcing. This is due to its short time scale, which may  suggest they are
external to equatorial Pacific interannual variability, although as recent literature suggests and as we
argue here this is the subject of some debate.

Kirtman et al. (2005) used the so-called interactive ensemble coupling technique (Kirtman and
Shukla, 2002; Kirtman et al., 2009) and found that the spatial structure of the dominant wind stress
noise was remarkably similar to the spatial structure of the coupled signal and that the noise was
state dependent. Moreover, Jin et al. (2007) formulated a simple coupled model to examine how
state independent noise (i.e. additive) versus state dependent noise (i.e. multiplicative) affected ENSO
variability. In that study, they found that unlike for additive noise, when the noise is state-dependent, it
alters the ensemble mean evolution of ENSO, and also amplifies the ensemble spread during ensemble
forecast. As the authors suggested, such findings challenge the view of ENSO as being a stable oscillator
driven by additive noise.

Recent work has suggested that WWBs  also contain a deterministic component, modulated by the
SST. Based on observations, Yu et al. (2003) suggested that when the tropical Pacific warm pool is
extended WWBs  are more likely to occur. Tziperman and Yu (2007) analyzed scatterometer obser-
vations and showed that the characteristics of WWBs  depend on the large-scale SST field and are
therefore not purely stochastic. The 1997–98 El Niño, which was poorly predicted by most models,
had a high occurrence of these wind bursts. During this ENSO event, WWBs  were observed to migrate
eastward with the 29 ◦C SST isotherm (McPhaden, 1999). The western Pacific WWBs  precede El Niño,
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when the Pacific warm pool extends further east, and are not considered as purely stochastic (e.g.
Zhang and Gottschalck, 2002; McPhaden et al., 2006; Seiki and Takayabu, 2007; Kug et al., 2008).
WWBs  induced by westerly background states associated with ENSO were shown using observational
data (Seiki and Takayabu, 2007), GCM data (Kug et al., 2009; Sooraj et al., 2009), and CMIP3 multimodel
data (Seiki et al., 2011). Seiki and Takayabu (2007) found that WWB  frequencies for a western Pacific
region were lag correlated with SST anomaly over the Niño-3 region. The same study hence found that
WWBs  tended to occur in sequence, from the western to eastern Pacific, leading the El Niño peak by
1–9 months.

Using a hybrid coupled model, Eisenman et al. (2005) showed that when the WWBs  are dependent
on SST, they have the same effect as strengthening ocean–atmosphere coupling. They also showed
that when WWBs  are fully deterministic, the ENSO events have twice the amplitude of that when
the bursts are completely stochastic. This is due to the enhancement of the slow component (i.e.
interannual component) of the WWBs  (Roulston and Neelin, 2000). This potentially affects the
ENSO predictability and prediction, because a stronger coupling can lead to a more self-sustained
ENSO.

Here we advance a procedure for examining how both state dependent and state independent
stochastic forcing affects ENSO variability in a sophisticated coupled model. While our focus is on
state dependence, the approach can also be used to examine some elements of the sensitivity to the
spatial structure. There are two aspects to our approach that we highlight here. First, we examine
the impact of the stochastic forcing within the context of a state-of-the-art coupled general circu-
lation model. Second, in terms of introducing the stochastic forcing, we take a phenomenological
approach in that we focus on WWBs  and parameterize their effect (both state independent and state
dependent) in the coupled model. This is the first time that a state dependent and state indepen-
dent WWB  parameterization has been incorporated into a state-of-the-art coupled general circulation
model.

The rest of this paper is organized as follows: Section 2 provides a discussion on the coupled models
used. Section 3 describes the experimental design, including a short description of the WWBs  param-
eterization. Section 4 compares some observed versus parameterized WWBs  characteristics. Section
5 describes the results obtained from CCSM3 with parameterized WWBs  and a comparison with a
control run is made. Section 6 discusses the sensitivity of the results presented in 5 by implementing
WWBs  in CCSM4. Section 7 provides a summary and discussion of the results.

2. The couple model

The CGCM used in this work is the Community Climate System Model version 3 (CCSM3) and version
4 (CCSM4) from the National Center for Atmosphere Research (NCAR). This model is an earth system
model comprised of four geophysical components consisting of atmosphere, land, ocean, and sea ice
components all linked by a flux coupler. The coupler exchanges information among the components
interactively while the model is running. The atmosphere is modeled by the Community Atmosphere
Model (CAM). The land surface is modeled by the Community Land Surface Model (CLM). The oceans
are represented using the Parallel Ocean Program (POP) and the sea ice is modeled by the Community
Sea Ice (CSIM). Our work with the parameterized WWBs  began using CCSM3, and as such most of the
results are presented with this version of the coupled model. However, CCSM4 has become available
and we have evaluated some of key results using this updated version of the coupled model.

For CCSM3 the atmosphere and land component models have horizontal resolution of T42 (128 lon-
gitude and 64 latitude points, or ∼280 km)  and 26 vertical levels. For the POP and CSIM, the horizontal
resolution is approximately 1◦ in the longitude and variable in the latitude direction with finer reso-
lution, about 1/3◦, near the equator. The POP has 40 vertical levels with level thickness monotonically
increasing from approximately 10–250 m.

CCSM3 is a well-studied model with well-documented errors in its ENSO statistics (e.g. Collins et al.,
2006). For example, SST anomalies associated with ENSO extend too far west in CCSM3 as compared
to observations. This is consistent with the well-documented westward displacement of the mean
eastern Pacific cold tongue position. Also, such SST anomalies show a strong meridional confinement
about the equator as compared to observations. This confinement can be the result of significantly
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narrow zonal wind stress forcing in CCSM3. Deser et al. (2006) found that the meridional confinement
of zonal wind stress is indeed related to the high frequency of interannual variability in CCSM3 and is
related to equatorial wave-guide ocean dynamics (see Kirtman, 1997). It is difficult to determine the
dynamical regime of CCSM3. However, results from Kirtman et al. (2009) suggest that CCSM3 does
not behave, as one would expect from a damped linear system. Non-linearity and coupled feedbacks
are likely to be important.

Despite the well-known errors in ENSO statistics, CCSM3 has also been shown to have reasonable
ENSO prediction skill. For instance, Kirtman and Min  (2009) compared CCSM3 ENSO predictions to
the operational NOAA Climate Forecasting System (CFS), and found that the both the deterministic
and probabilistic forecast quality in the Nino3.4 region was  comparable. Clearly the fidelity of ENSO
in CCSM3 is arguable. As such, we have also tested the WWB  parameterization implemented here
in CCSM4. The experiments shown with CCSM4 primarily serve to suggest that the key results with
the WWB  parameterization are largely insensitive to substantial changes in the ENSO physics. Results
using CCSM4 are described in Section 6.

There are significant improvements physically and numerically from CCSM3 to CCSM4, only some
of those related to this study are noted here. The atmosphere component employs an improved deep
convection scheme by inclusion of sub-grid convective momentum transport and a more realistic dilu-
tion approximation for the calculation of convective available potential energy (Neale et al., 2008). The
atmospheric component of CCSM4 has the same 26 vertical levels, but with reduced horizontal resolu-
tion(i.e. 5◦ longitude by 4◦ latitude resolution). The dynamical core uses the finite volume formulation
as opposed to the spectral dynamic core in CCSM3.

The ocean model component of CCSM4 uses Parallel Ocean Program version 2 (POP2) numerics
(Danabasoglu et al., 2012). This updated version of POP includes a simplified version of the near
boundary eddy flux parameterization of Ferrari et al. (2008),  vertically-varying isopycnal diffusivity
coefficients (Danabasoglu and Marshall, 2007), an abyssal tidally driven mixing parameterization,
modified anisotropic horizontal viscosity coefficients with much lower magnitudes than in CCSM3
(Jochum et al., 2008), and a modified K-profile parameterization with horizontally varying background
vertical diffusivity and viscosity coefficients (Jochum, 2009). The number of vertical levels has been
increased from 40 levels in CCSM3 to 60 levels in CCSM4. The horizontal grid used here is a displaced
pole version, with about 3◦ in the longitude and variable in the latitude direction with finer resolution,
about 1◦, near the equator.

Before describing the characteristics of the WWBs  being added as noise in the model, it is important
to note the general structure of the noise produced by the atmospheric component itself. By making
use of the Interactive Ensemble technique (Kirtman et al., 2009), the atmospheric internal variability
(noise) was separated from the signal for the zonal wind (not shown). Most of the noise activity
occurs outside the observed WWB  domain, and is largest in amplitude further east (from 160W to
120W). In fact, the noise is the strongest over the same region as the ensemble mean and it has greater
amplitude during the cold phase of ENSO. But overall, its magnitude (U < +5 m s−1) is under the lower
bound of what would be considered the typically amplitude of a WWB  (U > +5 m s−1). This is one of the
motivations for this work, the absence of observed features (WWB)  in this model and its importance
for ENSO. These winds do not match the observed temporal and spatial characteristics of WWBs. Given
this, we have assumed that there is little or none WWBs  activity in CCSM3, at least for the resolution
used in these experiments.

3. Experiment description

Before describing the experiment setup, the authors would like to comment on the model used.
Even though CCSM3 is known to have significant bias, it is considered a state-of-the-art climate system,
and is still used in many studies (i.e. CMIP3 comparisons of ENSO – see DiNezio et al., 2012). The
atmospheric component produces its own noise, which presumably occurs on all space and time
scales. The Eisenman et al. (2005) results may  be easier to interpret, but this is due to the simplicity of
the model. It is unclear whether the Eisenman et al. (2005) can be generalized or understood within the
context of a complex coupled model that attempts to simulate all the relevant physical and dynamical
interactions associated with climate variability in the tropics. We  do not argue that our results are
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an “improvement” beyond Eisenman et al. (2005),  but we do assert that attempting this problem in
a sophisticated coupled CGCM is a natural follow on from this earlier work and does provide new
insights.

The WWB  parameterization is derived based on 50 years of atmospheric reanalysis data and
observed estimates of tropical Pacific SST. The details of the parameterization are given in Gebbie
and Tziperman (2009) and are followed without modification here. To study the impact of WWBs
three experiments are performed. In the first experiment, the model (CCSM3) is integrated for several
hundred years with no prescribed WWB  events (i.e. control). In the second case, fully stochastic WWB
events are introduced. In other words, the occurrence, location, duration, and scale of the WWBs  are
determined (within bounds) randomly. These wind events are always positive (eastward) without a
westward counterpart and are totally independent of the state variables (e.g. SST), and can be thought
of as additive noise.

For the purely stochastic case, the wind events associated with the WWBs  are only dependent on
the seasonal cycle. This is because the bursts are introduced in the model as noise with stationary
statistics (e.g. Eckert and Latif, 1997). Given that the noise is stationary in time or only dependent on
the seasonal cycle; its occurrence will not depend on interannual variability such as ENSO. The burst
amplitude, position, fetch, and duration are random within some specified bounds.

For the third case, the WWB  is introduced as multiplicative noise or state-dependent forcing, mod-
ulated by the SST. In this case, all aspects of the parameterized WWBs  including the amplitude, scale,
location, duration and probability of occurrence are dependent on the SSTA (see next sub-section for
additional discussion of this dependence). An example of the parameterized WWBs  is shown in Fig. 1.
Here we show the parameterized zonal wind anomaly using observed estimates of the SSTA (Fig. 1;
right panel), so in this case we are applying the state dependent formulation. Fig. 1 includes three

Fig. 1. Hovmoller diagram showing three state-dependent WWBs  realizations (3 left panels) [m s−1] using the same observed
SSTA  (right panel) [◦C], showing cross-section along the equatorial Pacific Ocean. Time increases up the page and covers
from  January 1982 to December 1986. Stochastic component depicted by the difference among the three realizations. The
deterministic component is highlighted by the increased WWBs  activity during warm events.
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panels on the left each of which corresponds to a different realization of the parameterization, but
with the same prescribed SSTA (right most panel). Differences among the three left panels indicate
the stochastic component parameterization, but the preference for enhanced WWB  activity during
warm periods (i.e. the deterministic component) remain detectable in all three realizations. Fig. 1
demonstrates several properties of the parameterization. For example, the duration, the amplitude,
the location of the central longitude and the frequency of occurrence are all modeled by the param-
eterization. The central latitude is also predicted, but this cannot be detected in Fig. 1. The stochastic
component is easily detectable by the fact that there are notable differences among the three panels.
The deterministic component is detectable via the fact that the amplitude and frequency of occurrence
is notably larger during neutral and warm periods (i.e. January 1982–December 1984) compared to
cold periods (i.e. January 1985–November 1986). The details of the state-dependent WWB  parame-
terization are discussed next.

3.1. State-dependent WWB  parameterization

This sub-section provides the details of the WWB  parameterization. We  also highlight some of
the technical issues involved in including the parameterization in CCSM3 and CCSM4. The parame-
terization follows the work of Gebbie and Tziperman (2009).  For our purposes WWBs  are defined as
zonal wind anomalies greater than 5 m s−1 that persist from 2 to 40 days, and with a zonal fetch of
up to 500 km.We  assume that WWBs  can be modeled by a Gaussian in space and time (Luther et al.,
1983; Fasullo and Webster, 2000; Yu et al., 2003; Eisenman et al., 2005). The zonal wind anomalies
associated with WWBs  are given as:

Uwwb(x, y, t) = A exp

(
− (t − T0)2

T2
− (x − X0)2

L2
x

− (y − Y0)2

L2
y

)
(1)

The bursts are a function of temporal and spatial parameters; where A is amplitude, T0 is the time
of peak wind, T is the event duration (persistence), X0 and Y0 are the central longitude and latitude,
and Lx and Ly are the zonal and meridional fetch. Note that the probability of occurrence of a burst
event does not appear in (1).  This parameter is actually used as a trigger for both state independent
and dependent WWBs. The only difference is that in the former, the probability is determine based
on observed monthly climatology whereas in the later, it is strongly modulated by the low frequency
variability of SST. The frequency of occurrence of the burst depends on SSTA in the state-dependent
case, but the duration of the events remain constrained to be less than 40 days.

The spatial and temporal structure of each individual burst is computed as follows. The SVD modes
of the SST decomposition with the wind stress are projected into the modeled SSTA to obtain projec-
tion coefficients, or PCs. These PCs are then projected into the regression coefficients of each WWB
parameter (e.g. amplitude, zonal and meridional fetch, persistence, probability, and central latitude
and longitude). The WWB  climatology is added to this result to account for the observed season-
ality dependence. Using the parameters noted above a burst is then constructed following Eq. (1).
The addition of the WWB  climatology is also done in the state-independent parameterization in
order to be consistent with observations and with the state-dependent case. Once a wind burst is
predicted to occur based on the parameterization (both state independent or dependent), the zonal
wind anomaly is interpolated to the ocean model grid and converted to wind stress assuming a con-
stant drag coefficient. The parameterization is applied as the coupled model evolves (e.g. interactively
as the title suggest) and it produces a burst structure depending on seasonality (state independent
case) and inter-annual SST structure (state dependent case). In other words, it is a fully interactive
parameterization.

One difficulty in applying the WWB  parameterization in the state-dependent case is that parame-
terization requires SSTA, whereas the model predicts total SST. This implies that as the CGCM is running
model SST climatology needs to be identified. This is accomplished via an, anomaly coupling strategy
(e.g. Kirtman et al., 2002). The anomaly coupling is only applied to the WWB  parameterization – the
model remains fully coupled in all other aspects. The second issue with this parameterization is that
the SVD analysis is trained on observed SSTA and the modeled SSTA may  well differ from observation.
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Fig. 2. State-dependent WWBs  realization when using observed (top 2 panels) and CCSM3 (bottom 2 panels) SSTA. Time
increment from left to right (∼10 years) and longitude from bottom to top across the Pacific.

To demonstrate that the state-dependent parameterization here is suitable for this model, some WWB
characteristics are plotted in Fig. 2 obtained using observed and modeled (CCSM3) SST anomalies. This
figure is showing a time evolution of WWBs  for 10 years period along the equatorial pacific. The x-axis
on all plots corresponds to time [in years]. The CGCM produce too frequent warm and cold events,
affecting the periodicity of the wind burst due to its SSTA dependence. But, overall, all WWB  parame-
ters agrees with observation, especially those related to structure like central latitude, longitude (not
shown), zonal, and meridional fetch. The amplitudes are also similar, with the exception of the very
strong ENSO event of 1997/98. Based on these, we can say that the parameterization is suitable for
this model.

4. Observed versus parameterized WWBs

The purpose of this section is to further describe the observed characteristics of WWB  and to
compare to that obtained from the parameterization. First, we provide a brief description of how the
bursts are extracted from observations. The wind data is the 1000 mb  zonal wind from the NCEP/NCAR
Reanalysis Project, expanding from 01 January 1948 to 31 December 2011. The data have a 2.5◦ by 2.5◦
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horizontal resolution and a daily time interval, same as the coupling interval of the ocean component
of CCSM model. The data includes the tropical Pacific basin from 20S to 20N in latitude and from 120E
to 80W.

Before describing how the observed WWBs  characteristics are extracted from observation, the
authors want to aware the reader that the PDF of the decoupled atmospheric variability in the western
Pacific is closely Gaussian (with some asymmetry clearly linked to ENSO). So easterly anomalies have
about the same probability to occur. The focus of this study is on their westerly portion only as the title
suggest. The intent of this paper is to diagnose how the “observed” characteristics of westerly wind
events affect ENSO statistics and dynamics. Essentially, we examine how atmospheric noise that has
specific temporal and spatial scales and is geographically constrained impacts the model. This is in
contrast to “non phenomenological” atmospheric noise that can be isolated with say, the interactive
ensemble approach (e.g. Kirtman and Shukla, 2002). Other reason for limiting the noise to be just
eastward is due to its relative importance in forcing equatorial SST variability. As demonstrated by
studies sited in Section 1, WWBs  are linked to tropical Pacific SST and appear to be state-dependent.
Perhaps, the greatest motivation for this study is to investigate such state-dependence of WWBs  on
ocean state variables.

There are many definitions of WWBs  in the literature; therefore, extracting these events from the
zonal wind data is not trivial. Some WWBs  definitions are listed in the following studies. For exam-
ple, Harrison and Vecchi (1997) used anomalous surface winds relative to the monthly climatology
to identify WWBs. Hartten (1996) used a WWB  criterion in which 1000-hPa zonal winds exceeded
5 m s−1 with a zonal extent over 10◦ and lasting 2 days. On the other hand, Murakami and Sumathipala
(1989) used bandpass-filtered 850-hPa zonal winds and identified WWBs  with abrupt accelerations
of westerly winds. Here, we will define WWBs  in a way that is consistent with our state-independent
and state-dependent parameterizations described earlier. The seasonal cycle is removed to produce a
wind anomaly. Then, a wind burst is defined when:

1. Wind anomalies averaged from 2.5◦N to 2.5◦S lasts from 2 to 40 days.
2. The above condition has a minimum zonal fetch of 500 km.
3. Conditions1 and 2 have anomalies exceeding +5 m s−1.

The meridional constrain imposed in condition 1 is chosen based on the known effect of WWBs
on Kelvin wave excitation and amplification and in agreement with our WWBs  parameterization
(see Fig. 2). The 2–40 days frequency band is meant to include both, synoptic and intra-seasonal
variability characteristics observed in WWBs. Condition 2 follows from 1 and the typical zonal scale
in the tropics. Condition 3 is chosen so that a burst is defined when a total reversal of the Trade Winds
occurs in the western Pacific, based on climatology. As any other definition of WWBs  in literature, ours
is empirical. Fig. 3 shows the observed WWBs  according to our definition during the 1990s. All bursts
are greater than 5 m s−1 as defined, with amplitude close to that of the state-independent case. Most
of the bursts are clustered as a large-scale feature in the zonal direction with highly variable temporal
structure. The majority of the observed WWBs  occurred during the El Niño phase of 1992 and 1997,
with weaker bursts in 1993 and 1995, consistent with the idea of the state-dependent formulation for
the parameterization.

Our state-independent WWBs  parameterization comprises of a stochastic component plus a sea-
sonal cycle, whereas our state-dependent WWBs  includes a deterministic component with interannual
time-scale (tropical Pacific SSTA). The observed WWB  has a strong interannual component. This fea-
ture is highlighted in Fig. 4 that shows a power spectrum of parameterized and observed WWB  index
defined by the area average from 140E to 160W and from 2.5S to 2.5N. Note that for all 3 cases, there is
power at about ∼0.1 frequency band, corresponding to the seasonality of WWB.  The state-independent
bursts are largely white noise, but with a small hint of more power at high frequencies. Most of the
power in the state-dependent and observation resides in the interannual band, especially that related
to ENSO-like variability. For the observed case, this suggests a strong dependence on tropical Pacific
variability.
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Fig. 3. Hovmoller diagram of observed WWBs  (m s−1). Only showing a subset for the 1990s decade along the equatorial Pacific.
Contours below 5 m s−1 are suppressed in blue. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

5. Results

We first discuss how the mean state and seasonal cycle are modified by the inclusion of state
dependent and state independent noise. The long-term mean of ocean surface variables are largely
unaffected by the different WWB  parameterizations in these experiments. For example, Fig. 5 displays
the Niño 3.4 annual cycle for our three experiments. It is very common for current Couple GCM to
underestimate the seasonal cycle, or to have a dominant semi-annual component (Mechoso et al.,
1995; Latif et al., 2001). First, it is important to remind the reader that CCSM3 has a well-known semi-
annual seasonal cycle along the equator depicted in Fig. 5 (CCSM4 has an improved annual cycle, but
this does not appear to impact how the parameterization affects the model). Using CCSM3, Pan et al.
(2010) formulated an empirical heat flux adjustment that was  able to simulate a more realistic mean
state and seasonal cycle.

For all the experiments, the general time dependence of the annual cycle is unaltered. The state-
dependent case has an overall warmer ocean surface, especially for the latter part of the year. The
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Fig. 4. Power spectrum of westerly wind burst index (area averaged from 140E to 180 longitude and 5S to 5N). Observed (red),
parameterized state-independent (blue), and parameterized state-dependent (green). All parameterized burst are those coming
out  of CCSM3. Power in [dyne/cm2]2. (For interpretation of the references to color in this figure legend, the reader is referred
to  the web  version of this article.)

warming does not appear to be important, since the maximum amplitude is only two tenths of a
degree for the months of August and September. We  believe that this difference has a relatively small
influence on our results, and suggests that applying anomaly coupling for the WWB  parameterization
is a reasonable approach.

The time evolution of equatorial Pacific SST anomaly and the WWBs  is shown in Fig. 6,for the
control case. Note that the WWBs  shown have been converted into a wind stress as applied in the

Fig. 5. CCSM3 Niño 3.4 SST seasonal cycle [◦C], control (black), state-independent (red), and state-dependent (green) exper-
iments. (For interpretation of the references to color in this figure legend, the reader is referred to the web  version of this
article.)
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Fig. 6. CCSM3 control experiment time evolution of 20 model years of Niño 3.4 index ◦C (top) and SST anomaly along the
equator in ◦C (bottom). X-axis represents time expanding 20 model years.

model (i.e. assuming a constant drag coefficient) and are in dynes cm−2. Fig. 6 shows the Niño 3.4
index (top), sea surface temperature anomaly (SSTA) along the equator for the Pacific Ocean (bottom).
These time series are taken randomly from 20 model years, but the time is consistent for all panels.
Similarly, Figs. 7 and 8 describe these fields for the state independent and state dependent forcing
cases respectively.

Fig. 7. Same as Fig. 6, but for the state-independent case. Also included, WWB  [dyne/cm2] (bottom panel). The WWBs  do not
exceed 0.2 dyne/cm2.
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Fig. 8. Same as Fig. 7, but for the state-dependent case. Here, the WWBs  exceed 0.3 dyne/cm2.

There are no wind bursts in the control case (Fig. 6). In the state-independent case, the busts are
irregular in time (i.e. the probability of occurrence is about 4 bursts per year) but with little or no
interannual variations (Fig. 7 bottom). Comparing this with the state-dependent case (Fig. 8 bottom),
it is evident that the spatial and temporal characteristics of the WWB  are modified by the coupling
with the SST. In the state-dependent experiment, the WWBs  are strongly coupled to the warm events.
Despite the strong interannual variability it is important to keep in mind that seasonality still plays a
role here, but it is relatively minor. See the previous section for more on the seasonal dependence of
WWBs.

There are notable differences in the strength of the WWB  for the state-independent and state-
dependent forcing simulations. For example, it is evident that in the state dependent case the WWBs
have larger amplitude than in the state-independent parameterization. This is due to positive atmo-
spheric feedback in that the WWBs  increase the amplitude of the warm SSTA, which in turn increase
the WWBs. The positive feedback works as follows. Since our WWBs  are centered at the equator, they
will force downwelling Kelvin waves that will propagate eastward producing a warm SSTA in the
eastern Pacific. This SSTA will reinforce atmosphere convection, strengthening the westerlies, which
will have a positive feedback on the SSTA. Apparently there is no difference in the location of the warm
pool edge among the three cases, therefore, the ocean advection feedback is not playing a role in the
strengthening of the bursts in the model. From Fig. 8, it is also evident that there is a high correlation
between the WWBs  and the SSTA in the central and eastern Pacific; this will be further analyzed in
this section.

Comparing the SSTA for the three cases (Figs. 6 bottom and 7 and 8 middle) there appears to be
evidence of a reduction of the bias toward more cold events in the state-dependent case with respect to
the control case. This issue will also be discussed later in this section. The amplitude of ENSO events also
appears to increase in the state-dependent case, but no doubling in intensity as seen Eisenman et al.
(2005). This may  be because our WWBs  are state-dependent and they were completely deterministic
in Eisenman et al. (2005).  The experimental design and the models used are quite also different.
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Table  1
CCSM3 December–January–February (DJF) averaged Niño3.4 SSTA, number of cold (a) and warm (b) events out of 201 model
years. Magnitude (threshold) given in column 1 [◦C].

◦C Control State-Ind. State-Dep.

a)
<−1.00 40 30 61
<−1.25 32 23 52
<−1.50 22 15 40
<−1.75 13 8 34
<−2.00 7 7 21

b)
>1.00 41 31 73
>1.25 22 16 61
>1.50 9 6 48
>1.75 2 3 22
>2.00 1 1 4

To quantify the reduction of the cold bias, we count how many ENSO events, in both extremes, were
observed during 201 model years. These events were also separated into different strengths. Table 1a
shows the December, January, and February (DJF) Niño 3.4 (area average from 170E to 120E and 5S
to 5N) extreme cold events count for 201 model years. The first column is the amplitude of the cold
events in degrees Celsius. Table 1b is in the same format but for warm events. The state independent
noise forcing case produces about 25 percent less ENSO overall when compare to the control run
(excluding the very extremes), this reduction is yet not well understood, but does indicate a more
peaked distribution with weaker tails. The state dependent WWBs  forcing experiment produces more
ENSO events in both phases. This is true for all magnitude events, which can be seen by comparing
the values horizontally in Table 1. For the very extreme warm (cold) events, the ratio of the number
of events in the control to the number of events in the state dependent WWBs  forcing experiment is
1/4 (1/3).

The state dependent WWBs  experiment appears to reduce the bias toward more cold than warm
events as in the control. This can be detected by comparing cold versus warm events of similar ampli-
tudes in Table 1. The ratio of cold to warm events (greater than 1 ◦C) is about one for the control and
state-independent cases, while is about 0.83 for the state-dependent. Only in the very extreme cases,
the La Niña phase dominates, with a ratio of 5.25 of cold to warm extremes. This ratio is 7 for the
control and the state-independent cases. As a result, we  argue that there is a shift from an ENSO that
is episodic or event driven to more of an oscillation as the experiments progress from the control to
the state dependent WWBs  case. That is, in the state-dependent case, the number of ENSO neutral
winters (i.e. December–February Niño3.4 SSTA less than 1 ◦C) is similar to the number of ENSO active
winters (i.e. either warm or cold), suggesting that the system has become more oscillatory.

A histogram of the Niño 3.4 SSTA is shown in Fig. 9. Also, the second, third, and fourth statistical
moments are shown with their respective 99% confidence interval obtained by a statistical bootstrap-
ping procedure. No significant differences are observed between the control and the state independent
forcing cases, only that the later displays a more peaked distribution. This is consistent with Table 1,
which indicated fewer extreme events in the state-independent case compared to the control (or the
state-dependent simulation). The control and the state-independent cases have similar skewness, but
the second (fourth) statistical moment is smaller (more positive) for the later.

There are, however, notable differences between the state dependent stochastic forcing and the
control (or state independent stochastic forcing) simulations. For example, the standard deviation is
larger and kurtosis is more negative suggesting an increase in ENSO event count. Also a closer to zero
skewness coefficient than in the control or state independent case, depicting a reduction in the cold
bias (or the ratio of cold over warm events). Note that the third moment remains negative, due to
the very strong cold events, which for this state-dependent case, sometimes exceed −3 ◦C. The still
negative skewness is a product of the overwhelmingly dominating cold event at magnitudes greater
than 1.75 ◦C. That is, there are more cold than warm events at this amplitude, producing a longer left
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Fig. 9. CCSM3 histograms of Niño 3.4 SSTA for 201 model years. Control (top), state-independent (middle), and state-dependent
(bottom). Normal distribution fitted (red). The y-axis represents the occurrence (in months). Also showing standard deviation,
skewness, and kurtosis coefficient plus their statistical significance at a 99% confidence level. (For interpretation of the references
to  color in this figure legend, the reader is referred to the web version of this article.)

tail in the histogram. Consistent results are obtained by analyzing wind stress anomaly on the central
Pacific (not shown).

Thus far, we have shown that state-dependent noise in the form of WWBs  modifies some of
the broad ENSO statistics. Here we examine how the parameterized WWBs  affect ENSO dynamics
and its spatial characteristics. For example, Fig. 10 depicts tropical Pacific SST standard deviation
for observed, control, state-independent, and state-dependent case. Some of the well-known CCSM3
biases described in the previous sections can also be detected here. Comparing the control case with
observation there is a clear confinement of SST variability about the equator in the model. This is
especially true in the eastern portion of the basin. Another discrepancy with observation is the loca-
tion of maximum variability. The model has variability that is too strong in the far western Pacific
this is associated with a too shallow thermocline and the lack of thermocline plateau in the warm
pool region. There is a small reduction in the standard deviation for the state-independent case as
compared to control. Surprisingly, most of the differences are over the eastern part of the basin, while
this decrease in variability is small, it is statistically significant as described in Fig. 9. This may  be
hinting that state-independent noise actually damps ENSO in this model (stochastic forcing in already
chaotic systems can be shown to damp variability; see Siqueira and Kirtman, 2012). On the other hand,
state-dependent noise increases the interannual variability. The enhancement occurs throughout the
basin, with a strong impact over the Nino3.4 region. Overall, there are no significant changes in the
horizontal structure but only in the amplitude of variability.

To diagnose the impact on ENSO dynamics we also examine correlations between state variables
and the WWBs. The correlation of sea surface temperature (SST, shaded) and a WWBs  index (the area
average of WWBs  from 5S to 5N and from 140E to the date line) is shown in Fig. 11 (shaded). Similar,
but for sea surface height (SSH) and WWB  index is depicted by contours. The control run is not shown
since it does not have WWBs. We  see that there is no correlation between SST and the WWBs  for
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Fig. 10. Tropical Pacific SSTA standard deviation [◦C] for: observed and CCSM3 control, state-independent, and state-dependent
case.

the state-independent case (Fig. 11 top). This result is somewhat of a surprise. One possibility could
have been that the additive WWBs  served to increase the amplitude of an ongoing warm event. If this
were robust, we would expect to see some WWB  activity for the strongest warm events. Our analysis
indicates that there is no relationship at all between state-independent bursts and tropical Pacific
interannual variability.

High correlation is observed in the state-dependent case (Fig. 11 bottom), from about the central
longitude of the bursts eastward. Some negative correlation is detected in the western Pacific off
equatorial region. Similar patterns are observed for the sea surface height (contour) and zonal wind
stress (not shown). Any weak correlation that is detected between any of these state variables and
the WWBs  in the state-independent case is the result of local air–sea interaction, especially in the
SSH. For the multiplicative forcing case, the WWBs  are positively (negatively) correlated with SSH
anomaly in the eastern (western) Pacific, linked through SST anomaly by state dependence in the
WWB  parameterization. We  also detect some off-equatorial signal in the SSH (contour), which suggest
the potential importance off-equatorial wave activity.

In terms of the SSH variance (Fig. 12),  some basic differences among the experiments are observed,
but the overall spatial distribution of regions with high variance (regions inside a box) are similar.
Along the equator in the central Pacific (approximately the Niño 3.4 region), the variance is due
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Fig. 11. Correlation of SSTA (shaded), SSHA (contour) with a WWB  index (WWB  average over 140–180 longitude and 5S–5N
latitude), state-independent (top) and state-dependent (bottom). Results are for CCSM3.

to equatorial Kelvin waves, whereas those off the equator are due to Rossby waves (i.e. regions 2
and 3). Given the importance of equatorial wave dynamics in modulating ENSO, we examine the
correlation of some state-variables with Nino3.4 region. Fig. 13 shows the lag-lead correlation of
SSH anomaly (shaded) along the equator with SSTA index in Nino3.4 region of Fig. 12.  Similarly,
the SSTA (contour) is also shown. We  note that the Nino3.4 region is strongly correlated with SSHA
along the equator, especially east of the date line. This is clearly shown in Fig. 13 at zero lag. The
correlation analysis suggest that state-dependent parameterization enhances lag-lead coherence in
correlation, again supporting the assertion that state-dependent noise drives the system away from
an episodic ENSO to a more oscillatory ENSO. This increased lag-lead coherences is also seen when
examining the correlation along 7◦ North (not shown) with the only difference in phase speed (slower
than at the equator) and direction of propagation (westward). Correlation is strongly reduced by
the state-independent WWBs  implementation as compared to control, especially at lags. This is a
surprising result given that ENSO statistics itself did not change much when the bursts are state-
independent.

As further evidence for the increase temporal coherence in state-dependent case, we  perform a
composite analysis of ocean surface variables and the parameterized WWBs. Fig. 14 shows a multi-
year lag-lead composite of SSTA, SSHA, and WWB  averaged from 5S to 5N along the equatorial Pacific
Ocean for the control (left), state-independent (center), and state-dependent (right) cases, respec-
tively. The composite includes the top 5 warm events based on Niño 3.4 SSTA centered at time zero
lag. These 5 top events are chosen based on the Niño 3.4 index for December–January–February
(DJF) average. To the far right of Fig. 14 is a time series composite of the WWB  index (140E to
180 longitude and 5S to 5N latitude) for state-independent (black line) and state-independent (red
line) case. The relatively weak composite WWB  amplitude in the state independent case suggests
that strong WWBs  are not indicative of strong ENSO events (see also Fig. 15). Conversely, strong
WWBs  are coupled to strong warm events in the state dependent case. The composites suggest
that the state-independent case is even less oscillatory (or more damped) than the control simu-
lation. The state independent noise reduces the lag-lead temporal coherence of the ENSO events. For
instance, lag and lead SSH anomalies are notably weaker than in the control simulation. The SSTA
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Fig. 12. Sea surface height (SSH) variance [cm2] across the tropical Pacific, control (top), state-independent (middle), and
state-dependent case (bottom). Results are for CCSM3.

are confined to relatively small lags and leads where the composite apparently has little or no SSTA
precursors.

In the state-dependent case (Fig. 14)  the lag-lead composite suggests a considerably stronger oscil-
latory behavior. This is also supported by the lag-lead correlation shown in Fig. 13.  The biennial ENSO
period is also captured by this composite. Moreover, Fig. 14 shows the eastward propagation of SSHA
clearly depicted throughout the composite at all lags. The WWB  cycle shows a strong interannual
dependence due to its coupling with the SST, but the annual cycle dependency of the WWBs  is diffi-
cult to detect give the larger interannual signal. In the case of the state dependent composite there
is a clear oscillatory pattern as a precursor to the strongest warm events. However, once the strong
warm event has occurred there is little post event signal. This behavior is not only seen in SST and
SSH but also in the WWB  amplitude. There appears to be a low frequency build-up or development
for the strongest warm events in the state dependent case that is not detected in either the control or
the state independent case.

The above lag-lead correlations and composites are based on the state of ENSO. Alternatively, here
we examine composites based on the parameterized wind bursts. Fig. 15 shows the composite for
the state-independent (left) and dependent (center) case and the bursts (right). Note that the SSTA
and SSHA are very weak even at 0-lag for the state-independent case. Again, indicating the state
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Fig. 13. Lag-lead correlation of sea surface height anomaly (SSHA) along the equator (shaded) and sea surface temperature
anomaly (SSTA, contour) with Nino3.4 SSTA index. Positive lag means that Nino3.4 lags by as many months. Horizontal axis
depicts longitude and vertical axis describes lags (months).

independent bursts are not particularly correlated with the strength of the warm events. The SSHA
only shows a small local response to the westerlies a few months after they occur. This is due to local
Ekman pumping produced by the positive zonal wind stress along the equator. It is also clear that the
burst centered at 0-lag is the strongest (black line), but its persistence in time is short compared to the
state-dependent case. As expected for the state-dependent case, there are no precursors associated
with the WWB  composite. The parameterization is localized in time. However, the state dependent
WWBs  do seem to have considerable lead-time coherence. From lag-0 up to leads of 36 months the
increased oscillatory nature of the simulation is detected in both the SSHA and the SSTA. This further
supports the hypothesis made earlier that WWB  (state-dependent) can shift the system to a more
oscillatory regime.

The decrease (increase) in SSH west (east) of the burst is evident in Fig. 15 (middle). The strongest
height anomaly occurs two years after the strongest bursts. This is true not only east of the Dateline,
but also on the western portion of the basin, where very strong positive anomalies are present. Similar
to our lag-lead correlation analysis, these SSHA in the western basin propagate eastward, reaching the
central (eastern) part of the basin in about 6 (9) months. This may  be important in ENSO forecasting
using this model given that SSHA can be a precursor to warming in the eastern part of the basin. Fig. 15
is a clear example of how the state dependent noise can drive ENSO from an episodic event regime to
a self-sustain oscillatory regime.

The strongest SSTA variability is located over the central Pacific basin (180–140W) for all cases. This
is the result of errors in the model, and although we  have not completely diagnosed these errors, at
least some of this problem is due to mean state biases. For the state-dependent case, SSTA variability
increases throughout the basin, especially over the central Pacific. In contrast with control and state-
independent cases, SSTA variability is enhanced over the eastern basin (east of 120W) when the WWBs
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Fig. 14. Composite of top 5 (strongest) ENSO warm events for control, state independent, and state dependent case. Sowing sea
surface temperature anomaly (SSTA) in [◦C] (shaded) and sea surface height anomaly (SSHA) in [cm] (contour) across the equator
averaged from 5S to 5N. Also showing WWB  composite (right) in [dyne/cm2] for state independent (black) and dependent (red).
Composites are based on December–January–February (DJF) Nino3.4 index, defined by area-averaged SSTA from 170W to 120W
longitude and 5S to 5N latitude. (For interpretation of the references to color in this figure legend, the reader is referred to the
web  version of this article.)

depend on SST. A possible reason for this is that the effect of downwelling Kelvin waves, forced by
WWBs, on SSTA counteracts some of the local cold bias. A composite analysis of potential temperature
across the Pacific and at depths (not shown) is performed. For the state-independent case, we  note
that both warm and cold ENSO events have about the same magnitude as the control. There are weak
signal over the central Pacific were state-independent warm events are slightly warmer (∼0.4 ◦C). The
thermocline depth is remarkably similar for both cases during warm and cold events. On the other
hand, for the state-dependent case, both warm and cold events have greater amplitude. During warm
events, there is significant reduction of the zonal thermocline gradient. Such reduction is associated
with downwelling Kelvin wave forcing by WWBs  and it has a greater impact over the far east where
there is a deepening of a about 50 m as compared to control. We  argue that equatorial wave dynamics
is playing a significant role in the enhanced variability due to state-dependent WWBs, but a significant
part of its effect over the far eastern portion of the basin is counteracted by the mean state bias in that
region.

6. Model sensitivity

Arguably, CCSM3 has a flawed ENSO and annual cycle and it is possible that these errors affect
the interaction between the model ENSO and the parameterized WWBs. Here we examine some
elements of model dependence by introducing the WWB  parameterization into CCSM4, which is
known to have a significantly improved ENSO and annual cycle. In this section, only the most crit-
ical results described earlier are recreated. One reason is that the CCSM4 runs are relatively shorter,
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Fig. 15. Composite of top 5 (strongest) WWBs  events for state independent (left) and state dependent case (center). Sowing
SSTA  in [◦C] (shaded) and SSHA in [cm] (contour) across the equator averaged from 5S to 5N. Also showing WWB  composite
(right) in [dyne/cm2] for state independent (black) and dependent (red). Composites are based on WWBs  index, define by area-
averaged bursts from 140E to 180 longitude and 5S to 5N latitude. (For interpretation of the references to color in this figure
legend, the reader is referred to the web  version of this article.)

about 100 years, and because we used a coarser resolution model. The lower resolution for CCSM4
was chosen based on computational time constrain. The aim of this section is not to make model-to-
model comparison, but to examine whether the differences observed among experiments are model
dependent.

First, we examine the interannual variability in the tropical Pacific. Fig. 16 shows SST standard
deviation for observed, control, state-independent, and state-dependent case, similar to Fig. 10 but
for CCSM4. The SST variability in the eastern basin are closer to observations in this model than in its
previous version, but the excessive variability in the western Pacific remains. Some modest increases
in the meridional scale of the SSTA can be detected. In contrast with CCSM3, some enhancement in
variability is observed for the state-independent case, especially in the cold tongue region. There is
also a widening in the north-south direction of the variability for both parameterizations, which was
unobserved in the case of CCSM3. For the state-dependent case, there is significant amplification of
SST variability throughout the basin, consistent with CCSM3. Overall the biggest contrast between the
models is in the state-independent case.

In order to compared the WWB  parameterization between CCSM3 and CCSM4, correlation of SST
(shaded) and SSH (contour) with a WWB  index are shown in Fig. 17.  The index, as before, is the area
averaged bursts from 140E to 180 longitude and from 5S to 5N latitude, this is the same as Fig. 11 from
CCSM3. Again, the control case is not shown (e.g. no WWB). Consistent with CCSM3, there is little or
no correlation between the state-independent bursts and state variables as expected. On the other
hand, a clear large-scale pattern emerges in the correlation pattern for the state-dependent case. Note
that both SST and SSH depicts the structure observed during warm ENSO events. There are notable
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Fig. 16. Same as Fig. 10 but for CCSM4.

differences between this figure and that associated with CCSM3. In particular, the meridional structure
in SST is considerably broader in CCSM4, which is consistent with the longer ENSO period. Such differ-
ence is analogous to the contrast of inter-annual variability between the to models, where in CCSM3,
SST anomalies are confined close to the equator. Another difference of note is in the amplitude of the
correlation. It is unclear whether such changes are attributed to different ENSO dynamics between
the models, or differences in resolution.

Now, lets concentrate on how ENSO dynamics is modified by both WWB  parameterizations in
CCSM4. For this, the lag-lead correlation is repeated but for CCSM4 (i.e. compare Figs. 13 and 18).  Note
that Fig. 18 is the same as Fig. 13 except that longer lags and leads are included consistent with a longer
ENSO period. Similar to CCSM3, adding state-independent WWBs  has little detectable impact. In the
state-dependent case, an enhanced oscillatory pattern is observed, as was  found with CCSM3. These
results suggest that some of the broad qualitative effects of the WWB  parameterization are model
(version) independent at least in the context of CCSM.

To further illustrate the impact of the parameterization in both models, a power spectrum of
Nino3.4 SST anomalies is shown in Fig. 19.  The SST index is obtained from the first principal com-
ponent (PC) of an EOF analysis of tropical Pacific SST. EOF1 describes variability associated with that
of ENSO. The power spectrum calculation was also performed on just SST anomalies for the Nino3.4
region and the results were very similar to that obtained from PC1. Fig. 19 includes all three cases from
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Fig. 17. Same as Fig. 11 but for CCSM4.

Fig. 18. Same as Fig. 13 but for CCSM4.
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Fig. 19. Power spectrum of Nino3.4 SST anomaly reconstructed from the 1st EOF of tropical Pacific SST. Showing CCSM3 (solid)
and  CCSM4 (dashed). Control experiments in red, state-independent in blue, and state-dependent in green, 99% F-test confidence
level (black). (For interpretation of the references to color in this figure legend, the reader is referred to the web  version of this
article.)

CCSM3 (solid) and CCSM4 (dashed), with the 99% F-test confidence level (black curve). This clearly
shows the quasi-biennial ENSO period in CCSM3 and the longer period in CCSM4.

Comparison on Fig. 19 is only made for those frequency bands that pass the F-test. These include
the periods of 18–26 months (CCSM3) and 42–78 months (CCSM4). In both models, there is little
difference between the control (red) and state-independent (blue) case. Only a slight shift toward
higher frequencies is detected in the state-independent. For the state-dependent case (green), a clear
increase in power is observed for both models. There is also a slight widening of the power band at
ENSO frequencies. This becomes more obvious when looking at the area under the curve bounded
by the confidence F-test line. An increase power in those frequency bands is also an indication of
enhance oscillatory behavior, as was shown with lag-correlation and composite analysis in previous
sections. Both models show similar sensitivity to the inclusion of both the state independent and state
dependent WWB  parameterization. For CCSM4, the difference between state-dependent and control
appears to be less than in CCSM3. This is because for the former model, the curves are located at
lower frequencies. In reality, the area under the curve for both model are increased consistently by
the inclusion of state-dependent noise.

7. Summary and discussion

This work was motivated by the need to understand how sub-seasonal variability potentially inter-
acts with interannual variability. Our target or case study focused on WWBs, and we introduced
westerly wind burst anomalies in CCSM3 as state dependent and state independent stochastic forcing.
This is the first time that a state dependent and state independent WWB  parameterization has been
incorporated into a state-of-the-art coupled general circulation model.

We showed that state independent WWBs  had only a minimal impact on the mean state or the
interannual variability, while state dependent noise modified both, although the impact on the mean
was relatively small. For example, a slightly warmer tropical central Pacific climatology was  obtained
in the state-dependent forcing experiment, but the phase of the annual cycle was  unchanged from
the control case and the warmer SST do not appear to have impacted the results described here.
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To provide some assessment of model dependence in these broad-brush results we also applied the
parameterization to CCSM4, albeit at lower spatial resolution.

Perhaps, the most striking result presented here was  the fact that the state-independent WWBs  had
a minimal effect on the overall variability in CCSM3 and CCSM4. This is consistent with Zebiak (1989),
using a simplified or intermediate coupled model of the tropical Pacific. Arguably, the biggest impact
of the state independent WWB  parameterization was  in the number of ENSO events (both warm and
cold phases), which appear to be reduced by the inclusion of state independent stochastic forcing.
One possibility for this damping is that such forcing enhances cold-water entrainment into the upper
ocean, damping ENSO oscillation with little effects on its period. This is also consistent with dynamical
systems theory that adding stochastic forcing to a chaotic system reduces the variability (Siqueira and
Kirtman, 2012). One future experiment could be to increase the strength of the stochastic WWBs  and
observe if ENSO is actually further damped.

CCSM4 is slightly more sensitive to state-independent noise forcing than CCSM3. Whether this
difference is due to changes in the physics of ENSO in the model or is related to the reduced resolution
remains an open question. The increase in tropical Pacific standard deviation does no translate into
increased lag-lead correlation. Correlation at all lags remains consistent with the control case. Such
lack of sensitivity due to state-independent WWBs  forcing is observed in both CCSM3 and CCSM4
models.

For the state-dependent case independent of model version (i.e. CCSM3 or CCSM4), the simulation
had more ENSO events, and the bias toward more cold events than warm events was reduced. Here,
the number of years with warm or cold events matched those without ENSO, suggesting that the
ocean-atmosphere system in the tropical Pacific shifted from an episodic event regime to more of an
oscillatory regime. We  also detected an increased in ENSO amplitude.

We  also used the temporal coherence of ENSO as a diagnostic of the impact of the WWB  parame-
terization. The lag-lead correlations were performed for SSHA along the equator and at 7Nwith some
SSTA indices in regions of high variance. The correlation dropped off quickly away from the zero-lag
for the state-independent case, suggesting a comparatively less temporally coherent ENSO. The state-
dependent case showed significantly high correlation at longer lags, arguing for a more oscillatory
regime. These characteristics were also detected in CCSM4. We  also performed composite analysis of
SSTA, SSHA, zonal wind stress, and WWBs. Analyzing the five strongest El Niño events suggested that
the oscillatory-behavior increased in the state-dependent case with respect to the control. Coherent
oscillations at several months lag were detected as precursors to the strongest warm events. Again,
similar sensitivity to the WWB  parameterization was also found in CCSM4.

There is a clear eastward migration of SSHA for both models, but not for SSTA. The SSTA correlation
is simultaneous and maximum over the Niño3.4 region for all experiments. On the other hand, the
SSHA shows some lag over the western Pacific, ∼9 months for CCSM3 and ∼24 months for CCSM4. It
can also be observed from Figs. 14 and 15 (composites) that SSTA are fairly stationary in time. There
are hints of both eastward and westward propagation, but not as obvious as for SSHA. Such warm or
cold SSTA are the result of warm or cold temperature anomalies traveling eastward at thermocline
depth, emerging in the eastern Pacific (where thermocline is shallow) then spreading out throughout
the equatorial basin. If instead of SSTA lag-correlation, we perform thermocline depth anomaly lag
correlation, then a similar patter to that from SSHA correlation is obtained. But, since SSTA is just the
surface response of temperature anomalies at depths, and as a consequence only resurfaces in the
eastern Pacific, no eastward propagation is detected from just simple lag correlation or composite
analysis.

While it is clear from these results that the state-dependence in the noise has a profound impact on
the variability, it is unclear which specific property of the noise is most important. For example, one
could decompose, the WWBs  by amplitude, temporal, and spatial structure and study each of these
components separately. This will allow a more detailed understanding of which characteristics of the
noise are most important in terms of their state dependence. Ultimately, this might have some feed-
back on parameterization development. The issue of ENSO predictability in the presence of the WWB
parameterization also requires further study. For instance, intuitively one would argue that adding
noise to the system should decrease predictability due to increased irregularity of ENSO. However,
the increase oscillatory character and power in the state-dependent case seems to suggest enhanced



H. Lopez et al. / Dynamics of Atmospheres and Oceans 59 (2013) 24– 51 49

predictability. It is interesting that state-independent noise has little effect on both models. Most of
the differences were associated with a slight damping of ENSO in the case of CCSM3 and enhanced
variability in CCSM4.This difference is depicted in the standard deviation and lag correlation analysis.
Correlation becomes larger at zero lag for CCSM4 compared to its control where the opposite occurs
with CCSM3. As the lag increases, the correlation drops and the oscillatory pattern observed in the
control case disappear. This is consistent for both models, and is consistent with non-linear dynamical
system theory (see Siqueira and Kirtman, 2012) that suggested that variability of an unstable non-
linear chaotic system is reduced in the presence of additive noise. The reduction in lag correlation at
longer lags for the additive noise case is not a surprising result. More surprising is how each model
responds to such forcing, which suggest that CCSM3 behaves more like an unstable non-linear chaotic
system than CCSM4.

This, along with very little effect on the tropical Pacific seasonal cycle and the contrast by using
state-dependent forcing leads to the following conclusion. Based on the results obtained here we  con-
clude that the fast-varying (stochastic) component of the WWB  is of little importance in modulating
ENSO and tropical Pacific variability due to its inability in projecting its power into interannual fre-
quencies. The slow component (SST related) or deterministic component is playing the bigger role.
This result could have repercussions in ENSO predictability and prediction. That is, a forecasting sys-
tem may  only need to captures the basic statistics of the noise forcing instead of aiming at describing
its specific details.
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