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ABSTRACT

We extend a zonally-averaged, global ocean circulation model to include a simple description of the cycles of organic carbon and CaCO$_3$. The circulation in the model is first calibrated so that basin mean vertical profiles of temperature, salinity and radiocarbon agree closely with data for the modern oceans. Then, the capability of the model to reproduce the observed large-scale distribution of five biogeochemical tracers (phosphate, oxygen, total dissolved inorganic carbon (DIC), alkalinity (ALK) and $\delta^{13}$C of DIC) is investigated. If organic carbon is transported only as fast-sinking particles with a remineralization profile constrained from sediment trap data, large PO$_4$ excesses and anoxia are simulated in subsurface waters in the equatorial Pacific and Indian Oceans. As in 3-dimensional models, these features disappear if a significant fraction ($\sigma$) of organic carbon is allowed to be exported away from production sites as labile dissolved organic carbon (DOC$_l$). With $\sigma$ = 0.5 and an ocean mean DOC$_l$ of 10 mmol m$^{-3}$, the latitude-depth distributions of PO$_4$ and apparent O$_2$ utilization in the different basins are in agreement with climatological data. The basin mean vertical profiles of DIC, ALK and $\delta^{13}$C$_{DIC}$ compare favourably with observations in the modern oceans. The model predicts a global new production of 6.3–10.8 GtC yr$^{-1}$, a rate consistent with data- and model-based estimates.

1. Introduction

High-resolution analyses of deep sea sediments suggest that the formation of North Atlantic Deep Water, a key component of the ocean thermohaline circulation and hence of climate, has changed frequently and abruptly during the last glacial period (Boyle and Keigwin, 1987; Keigwin et al., 1991; Cortijo et al., 1995; Oppo and Lehman, 1995; Maslin et al., 1995; Rasmussen et al., 1996; Vidal et al., 1997). Those changes are thought to play a prominent role in stadial-to-interstadial (Broecker et al., 1985a) and glacial-to-interglacial transitions (Broecker and Denton, 1989) and lead to significant variations in the atmospheric CO$_2$ content (Siegenthaler and Wenk, 1984). Box models are commonly used to investigate the geochemistry involved in changes in the thermohaline circulation: the ocean and the atmosphere are represented by well-mixed reservoirs, and exchanges between them are prescribed (Broecker and Peng, 1986, 1987; Boyle, 1988; Keir 1988, 1990). The major advantages of these models are that they are easy to formulate, and very long integrations (e.g., $\sim 10^4$ yr) are possible. This permits a rapid and first-order identification of the geochemical responses in the ocean-atmosphere system to changes in oceanic mixing rates. The main shortcoming in these models, on the other hand, is the absence of any dynamics. Alternatively, 3-dimensional ocean circulation-
biogeochemical models are used (Maier-Reimer 1993; Sarmiento et al., 1995) which are based on a much more detailed representation of the ocean circulation and superior spatial resolution. Their main disadvantage is that they remain computationally expensive so that the number of sensitivity experiments regarding the different model parameters is very limited. Another drawback of 3-d models is that they require a detailed specification of surface boundary conditions which are, especially for the glacial period, difficult to constrain.

In this paper, we fill the gap between the simple box and the complex 3-d models with a “2.5-d” ocean circulation-biogeochemical model. Here, governing equations for momentum, heat, salt and tracers are integrated from the western to the eastern boundary of each oceanic basin. Thus, the model is zonally averaged, but the Atlantic, Pacific, Indian and Southern Oceans are represented separately, with the Southern Ocean being the only connection between the individual basins. This simple structure of the marine domain is guided by a compromise between the necessity (1) to take into account the interaction between the thermohaline circulation and biological processes in governing the large-scale distribution of biogeochemical tracers in each of the major ocean basins (Broecker and Peng, 1982) and (2) to perform climatic-scale (∼10^4 yr) integrations with many sensitivity experiments. On the other hand, this structure does not permit investigation of ocean processes characterized by time scales less than a decade and by horizontal spatial scales less than several hundred to thousand kilometers. Although the model is calibrated to the modern ocean, we present a simple modification that also permits its application in paleoclimate studies. Thus, our aim is to provide a tool with which we can quantitatively study the impact of fast changes in the ocean circulation on the large-scale distribution of biogeochemical tracers in the ocean, such as δ^{13}C in the deep sea (Vidal et al., 1997), and on the concentration of atmospheric CO₂ (Siegenthaler and Wenk, 1984). It is a natural extension of previous efforts using the same model which have explored the effects of these changes on δ^{18}O in the deep ocean (Lehman et al., 1993), anthropogenic CO₂ (Stocker et al., 1994) or atmospheric radiocarbon (Stocker and Wright, 1996).

The paper is organized as follows. The model is described in Section 2. In Section 3, we analyse the sensitivity of the large-scale distribution of the tracers to critical biogeochemical parameters introduced into the model. Here, model results are systematically compared to observations in the modern oceans. Results are discussed in Section 4 and conclusions follow in Section 5.

2. Model description

As we focus in this paper on the capability of the model to simulate the distribution of biogeochemical tracers in the modern oceans, the chemical and isotopic composition of the atmosphere is prescribed. In future paleoclimate applications, this restriction will be relaxed.

2.1. Circulation model

The ocean circulation is simulated using the global ocean circulation model of Wright and Stocker (1992) (hereafter the WS model). The basin geometry and spatial grid are those of Stocker and Wright (1996) (14 vertical cells, see Table 1, and 9–14 horizontal cells, depending on the basin, with a meridional width between 7.5°−15°). In this model, the governing equations are written in spherical coordinates and include hydrostatic, Boussinesq and rigid-lid approximations. Momentum equations are balances between Coriolis forces, horizontal pressure (∇P) structure does not permit investigation of ocean processes characterized by time scales less than a decade and by horizontal spatial scales less than several hundred to thousand kilometers. Although the model is calibrated to the modern ocean, we present a simple modification that also permits its application in paleoclimate studies. Thus, our aim is to provide a tool with which we can quantitatively study the impact of fast changes in the ocean circulation on the large-scale distribution of biogeochemical tracers in the ocean, such as δ^{13}C in the deep sea (Vidal et al., 1997), and on the concentration of atmospheric CO₂ (Siegenthaler and Wenk, 1984). It is a natural extension of previous efforts using the same model which have explored the effects of these changes on δ^{18}O in the deep ocean (Lehman et al., 1993), anthropogenic CO₂ (Stocker et al., 1994) or atmospheric radiocarbon (Stocker and Wright, 1996).

The paper is organized as follows. The model is described in Section 2. In Section 3, we analyse the sensitivity of the large-scale distribution of the tracers to critical biogeochemical parameters introduced into the model. Here, model results are systematically compared to observations in the modern oceans. Results are discussed in Section 4 and conclusions follow in Section 5.
Table 1. Parameters of the ocean circulation model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_v$</td>
<td>vertical eddy diffusivity</td>
</tr>
<tr>
<td>$K_h$</td>
<td>horizontal eddy diffusivity</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>velocity closure parameter</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>velocity closure parameter</td>
</tr>
<tr>
<td>$\tau_s$</td>
<td>restoring time for surface temperature</td>
</tr>
<tr>
<td>$\tau_s$</td>
<td>restoring time for surface salinity</td>
</tr>
<tr>
<td>$\Delta z$</td>
<td>bottom depths of model cells</td>
</tr>
<tr>
<td>$\rho_r$</td>
<td>ridge height in Southern Ocean</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>earth’s radius</td>
</tr>
<tr>
<td>$g$</td>
<td>earth’s gravitational acceleration</td>
</tr>
</tbody>
</table>

Three minor modifications to the published models are included. First, surface restoring $T$ and $S$ are calculated by zonally averaging in each basin the climatological data of Levitus and Boyer (1994a) and Levitus et al. (1994), respectively (excluding data from the Hudson Bay, the Baltic Sea and the Mediterranean). Second, parameter values with respect to deep water formation, i.e. the rates of sea ice and deep water formation along the Antarctic perimeter and the restoring $S$ at 72.5°N in the Atlantic are changed (Table 1). Finally, density is computed from $T$, $S$ and $P$ using the non-linear equation of state of Wright (1996).

Model results are analysed after 10 kyr of integration.

In order to assess the ventilation rate of the different basins, radiocarbon is included in the model as an inorganic tracer using the arbitrary scale of Toggweiler et al. (1989) to express the $^{14}$C/$^{12}$C ratio. The decay constant of $^{14}$C is 1/8267 yr$^{-1}$ and the time scale of restoring to atmospheric $^{14}$C is 6 yr (Stocker et al., 1994). The atmospheric composition is uniformly fixed to 100 units, except for the last 175 yr of integration for which the ocean surface radiocarbon is relaxed to atmospheric $^{14}$C observed between 1800–1975 in the extratropical southern and northern hemispheres and in the tropical belt (Fig. B.5 in Enting et al., 1994).

Fig. 1a–c compares basin mean vertical profiles of $T$, $S$, and $^{14}$C simulated by our model with $T$ data of Levitus and Boyer (1994a), $S$ data of Levitus et al. (1994) and with GEOSECS (1987) $^{14}$C data. These profiles represent volume-weighted averages in the Atlantic (between 47.5°S–80°N), Southern Ocean (between 70°S–47.5°S everywhere), Indian (47.5°S–20°N) and Pacific (47.5°S–55°N). We test the sensitivity of the different profiles to uniform $K_v$ ranging from $10^{-7}$ m$^2$ s$^{-1}$ to $10^{-4}$ m$^2$ s$^{-1}$. This range encompasses typical estimates of the diapycnal diffusivity based on microstructure measurements and tracer balances in the open ocean (Gregg, 1987; Ledwell et al., 1993; Toole et al., 1994). The root-mean-square deviations produced by the model when using different values of $K_v$ are calculated for each oceanic basin defined above. With $x \in \{T, S, ^{14}$C$\}$,

$$\text{rms}(x) = \sqrt{\frac{\sum_{i} v_i (x_i - \bar{x}_i)^2}{\sum v_i}},$$

where $x_i$ is a data-derived value, $\bar{x}_i$ is a simulated value, and $v_i$ is the volume of the cell centered at grid point $i$. Using $K_v = 10^{-4}$ m$^2$ s$^{-1}$ generally produces the largest errors in the predicted profiles of $T$, $S$ and $^{14}$C. In this case, waters are too warm and too young at depth in each basin and
Fig. 1. Basin mean vertical profiles of (a) temperature, (b) salinity and (c) $\Delta^{14}$C of dissolved inorganic carbon. Dots (●) are volume-weighted averages computed from the data of (a) Levitus and Boyer (1994a), (b) Levitus et al. (1994) and (c) GEOSECS (1987) interpolated onto the vertical model grid. Horizontal bars denote 1 standard deviation around these averages. The three curves are model results with $K_v = 0.1 \cdot 10^{-4} \text{m}^2 \text{s}^{-1}$ (———), $0.2 \times 10^{-4} \text{m}^2 \text{s}^{-1}$ (——) and $1.0 \cdot 10^{-4} \text{m}^2 \text{s}^{-1}$ (———).
too fresh in the Southern Ocean (Fig. 1). Agreement improves when $K_w$ is decreased to $1 - 2 \cdot 10^{-5} \text{m}^2 \text{s}^{-1}$ with $\text{rms}(T) = 1.1 - 2.3 \text{C}$ and $\text{rms}(S) = 0.1 - 0.3$ (depending on the ocean basin and $K_v$). The basin mean vertical profiles of $T$ and $S$ are relatively similar in the simulations with $K_v = 1 \cdot 10^{-5} \text{m}^2 \text{s}^{-1}$ and $K_w = 2 \cdot 10^{-5} \text{m}^2 \text{s}^{-1}$. However, significant differences in $\Delta ^{14} \text{C}$ values are found at depth in each basin, reaching $45\%$ in the deep Pacific. The best agreement between model and GESECS $\Delta ^{14} \text{C}$ is obtained with $K_v = 2 \cdot 10^{-5} \text{m}^2 \text{s}^{-1}$ with $\text{rms}(\Delta ^{14} \text{C}) = 30 - 42\%$. Table 1 summarizes the circulation parameters adopted in this study.

The steady-state meridional overturning circulation simulated with parameters of Table 1 is qualitatively similar to that illustrated in previous studies (Stocker et al., 1994; Stocker and Wright, 1996). Here, the maximum thermohaline overturning is about 24 Sv in the North Atlantic ($1 \text{Sv} = 10^8 \text{m}^3 \text{s}^{-1}$). This value is slightly higher, but still consistent with, the estimates of 14–20 Sv reported by Gordon (1986) and Schmitz (1995). About 16 Sv are recirculated within the Atlantic and the remaining water exits into the Southern Ocean south of 47.5$^\circ$ S. From there, this water enters the other basins via the circumpolar current. Broad upwelling then occurs in the deep Pacific and deep Indian.

2.2. Biogeochemical model

2.2.1. Tracers. The biogeochemical processes to be taken into account in the model are the cycling of organic matter and carbonate particles (Volk and Hoffert, 1985). We treat these processes largely on the basis of previous 3-d circulation-biogeochemical models (Sections 2.2.2–2.2.5). For instance, the new production, i.e. the primary production supported by nutrient fluxes from outside the euphotic zone (Dugdale and Goering, 1967), is assumed to lead to a net export of organic matter from the euphotic zone (no net accumulation of organic matter). Also, river input or sediment burial are not included, i.e. all the organic matter and CaCO$_3$ are recycled in the water column (Najjar et al., 1992; Sarmiento et al., 1995; Yamanaka and Tajika, 1996).

The biogeochemical tracers transported explicitly by the circulation are phosphate (PO$_4$), oxygen (O$_2$), total dissolved inorganic carbon (DIC), alkalinity (ALK), labile dissolved organic carbon (DOC), $^{13}$C in DIC (D$^{13}$C) and $^{13}$C in DOC (D$^{13}$C). The following continuity equation is solved for each of these tracers ($\mathcal{J}$):

$$\frac{\partial \mathcal{J}}{\partial t} + \frac{1}{a \cos \phi} \frac{\partial}{\partial \phi} (\cos \phi \mathcal{J}) + \frac{\partial}{\partial z} (w \mathcal{J}) = \frac{1}{a^2 \cos \phi} \frac{\partial}{\partial \phi} \left( K_v \cos \phi \frac{\partial \mathcal{J}}{\partial \phi} \right) + \frac{\partial}{\partial z} \left( K_w \frac{\partial \mathcal{J}}{\partial z} \right) + \mathcal{Q}_\text{conv} + ( J_\text{org} + J_\text{cat} ),$$

where $t$ is time, $z$ is the depth (positive $z$ upward), $\phi$ is latitude, $a$ is earth's radius, $v$ and $w$ are the meridional and vertical eddy diffusivities (both constant), $\mathcal{Q}_\text{conv}$ denotes convection, and $J_\text{org}$ and $J_\text{cat}$ are the source minus sink terms associated with the cycling of organic matter and carbonate particles, respectively. All quantities in eq. (1) are zonal averages. In deriving this equation, it is assumed that the meridional transport associated with the correlation between the wind-driven gyre circulation and the east-west tracer difference is negligible compared to the transport associated with the thermohaline circulation (Wright and Stocker, 1992).

Phosphat is taken here as the nutrient limiting the biological productivity (Najjar et al., 1992; Maier-Reimer, 1993; Yamanaka and Tajika, 1996). Whether this role is played by phosphate or nitrate in the real ocean is actually debated (Smith, 1984; Hecky and Kilham, 1988; Codispoti, 1989; Falkowski, 1997). Using phosphate has the advantage that the processes of $N_2$ fixation and denitrification need not be formulated, and a well-documented data set is available (Conkright et al., 1994; Tyrrell and Law, 1997). Oxygen, on the other hand, is included as a test of the oxidation of organic matter. The apparent O$_2$ utilization (AOU) is calculated from O$_2$ and the saturation level using the formula of Weiss (1970) and assuming an atmospheric partial pressure of O$_2$ = 0.2095 atm (Machta and Hughes, 1970). Finally, the isotopic composition of DIC (= D$^{13}$C + D$^{14}$C) is referenced to the PDB standard, i.e. $\delta ^{13}$C$_{\text{DIC}} = (r/r_{\text{std}} - 1) \times 1000$, where $r = $ D$^{13}$C/D$^{14}$C and $r_{\text{std}} = 0.0112372$ (Craig, 1957).

A paradigm identifies the sinking of particulate organic carbon (POC) as the dominant export of reduced C from the ocean euphotic zone (Brewer
and Glover, 1987). Although both the inventory (Martin and Fitzwater, 1992) and biological lability of marine dissolved organic C (DOC) (Bauer et al., 1992; Amon and Benner, 1994) remain controversial, field data highlight the additional role of DOC in this export. Indeed, DOC measurements in contrasting marine environments indicate that the downward flux of DOC from the euphotic zone competes with the flux of fast-sinking particulate organic C (POC) as caught in sediment traps (Copin-Montégut and Avril, 1993; Carlson et al., 1994; Murray et al., 1994; Guo et al., 1995; Ducklow et al., 1995). In their 3-d ocean circulation–biogeochemical models, Bacastow and Maier-Reimer (1991) and Najjar et al. (1992) first considered organic matter only in the form of fast-sinking particulate organic matter (POM) that remineralizes at depth according to a profile consistent with sediment trap data. These models produce subsurface PO4 excesses in equatorial areas relative to observations. This nutrient trapping was ascribed to a positive feedback peculiar to equatorial circulation regimes, whereby upwelling of nutrients increases new production, remineralization at depth and the nutrient content of the upwelling water (Najjar et al., 1992). It is removed if a substantial fraction (70–80%) of the organic matter is in dissolved phase (Bacastow and Maier-Reimer, 1991; Najjar et al., 1992). Matear and Holloway (1995), on the other hand, showed that failures of a 3-d model to reproduce the observed PO4 distribution in the North Pacific disappear to a large extent if only small changes are introduced in the circulation field.

Here, following Bacastow and Maier-Reimer (1991), Najjar et al. (1992) and Yamanaka and Tajika (1997), we compare model results produced when organic carbon is either only in the form of settling POC or in the form of both settling POC and labile dissolved organic carbon, DOC. The potential for the ocean circulation simulated by our model to produce deficiencies in the nutrient distribution is discussed in Section 4. When DOC is included in the model, 13C in labile DO13C (DO13C) is also simulated so that the amount of inorganic 13C reduced into DOC in the euphotic zone is balanced by the amount of inorganic 13C produced by DOC oxidation at depth. Unlike DOC and DO13C, the fast-sinking POC is not transported explicitly by the circulation, for it is remineralized below the euphotic zone as soon as it is produced.

In the model, each tracer is defined as a salinity-normalized concentration (in mmol m−3), i.e., \( \mathcal{F} = \mathcal{F}_t \cdot S/S_0 \), where \( \mathcal{F}_t \) is the actual concentration and \( S_0 = 34.73 \) is the modern ocean mean salinity (Levitus et al., 1994). Normalization to salinity avoids the need for an explicit formulation of the effect of surface freshwater fluxes in the continuity eq. (1).

2.2.2. Biogeochemical processes in the euphotic zone \((z < z_{eup})\). In order to obtain well-defined tracer fields, the concentrations of PO4 in the euphotic zone (top 100 m) are directly restored to the observations in the modern oceans, PO4, if PO4 in the model > PO4 (Najjar et al., 1992). A single value of PO4 is determined at each cell of the model grid by zonally- and depth-averaging the climatological data of Conkright et al. (1994) (Fig. 2). The change in tracer due to new production \((\mathcal{J}_{org}^{+})\) and CaCO3 production \((\mathcal{J}_{car}^{+})\) in the euphotic zone are then parameterized as:

\[
\mathcal{J}_{org}^{+} = r_{org}^{+} \frac{PO4 - PO4}{\tau_{PO4}},
\]

\[
(\mathcal{J}_{org}^{+} = 0 \text{ for } PO4 \leq PO4),
\]

\[
\mathcal{J}_{car}^{+} = r_{car}^{+} r_{p}^{+} \mathcal{J}_{org}^{+}.
\]

\(\tau_{PO4}\) is a restoring time scale. \(r_{org}^{+}\) are Redfield atomic ratios, referenced to P, for the formation of organic matter (e.g., \( r_{org}^{PO4} \equiv C : P \) and \( r_{org}^{PO4} \) are the atomic ratios, referenced to C, for the formation of CaCO3 (e.g., \( r_{car}^{PO4} = 1 \)). \( r_{p}^{+}\) is the production ratio, i.e., the ratio between the production of CaCO3 to the production of organic C (PO4 + DOC) in the euphotic zone. This ratio is different from the so-called “rain ratio” to the extent that DOC makes up a portion of the organic C. The rationale for using (2) is that the ocean circulation in the model tends to “push” PO4 in the euphotic zone above PO4 due to the upwelling of deep nutrient-rich waters. This permits diagnosis of rates of new production \((\mathcal{J}_{org}^{+})\) that are consistent with the observed nutrient distributions in each oceanic basin (Najjar et al., 1992). We show in Section 4.3 how these rates can be used to calibrate a prognostic description of the biological activity.

As a working hypothesis, \(r_{org}^{+}\) and \(r_{car}^{+}\) are taken constant with time and location (except for \(r_{car}^{+}\) in...
the euphotic zone; Subsection 2.2.5). From mean remineralization ratios in the deep sea determined by Anderson and Sarmiento (1994), we adopt the following ratios for the cycling of organic matter:

\[
\begin{align*}
 r_{\text{PO}_4} & = 1, \\
 r_{\text{DOC}} & = 117, \\
r_{\text{ALK}} & = -16, \\
r_{\text{DOM}} & = -117\sigma, \\
r_{\text{DIC}} & = 117\alpha_{\text{org}} \frac{\text{DI}^{13}\text{C}}{\text{DIC}}, \\
r_{\text{DOM}} & = -117\alpha_{\text{org}} \frac{\text{DI}^{13}\text{C}}{\text{DIC}},
\end{align*}
\]

where \( \sigma \) is the fraction of reduced C sequestered into DOC and \( \alpha_{\text{org}} \) is the fractionation factor for photosynthesis. For CaCO\(_3\) formation, we take:

\[
\begin{align*}
 r_{\text{PO}_4} & = r_{\text{DOM}} = r_{\text{ALK}} = r_{\text{DOM}}^{\text{car}} = 0, \\
r_{\text{DOM}} & = 1, \\
r_{\text{ALK}} & = 2, \\
r_{\text{DOM}}^{\text{car}} & = \alpha_{\text{car}} \frac{\text{DI}^{13}\text{C}}{\text{DIC}},
\end{align*}
\]

where \( \alpha_{\text{car}} \) is the fractionation factor for calcification.

Finally, we need to specify the production ratio \( r_p \). There is an indication from sediment trap data that the contribution of the carbonate particle flux in the total particle flux is relatively low in the polar oceans (Honjo, 1990). Heinze (1990) and Drange (1994) took this into account in their 3-d circulation-biogeochemical model by expressing the production ratio (more precisely, the rain ratio in their case) as a function of temperature:

\[
r_p = r_{p,m} \frac{p_2 e^{p_3(T - T_0)}}{1 + p_1 e^{p_3(T - T_0)}},
\]

where \( T_0 \) is a reference temperature, \( r_{p,m} \) is the maximum value of the production ratio that would occur in warm waters (i.e. for \( T \geq T_0 \)) and \( p_1, p_2 \) are parameters. We include eq. (14) in our model with \( T_0 = 10^\circ \text{C}, p_1 = 1 \) and \( p_2 = 0.6 \text{ C}^{-1} \) (Drange, 1994). Averaging (14) with these values in the range of sea surface temperature from -2 to 30 C, the maximum production ratio in the model is related to the ocean mean production ratio, \( \overline{r}_p \), by \( r_{p,m} = 1.6 \overline{r}_p \).

### 2.2.3. Biogeochemical processes in the aphotic zone (\( z > z_{\text{eup}} \)).

The remineralization of organic C and the redissolution of CaCO\(_3\) are assumed to take place only in the aphotic zone. Organic C in the model is in the form of both fast-sinking POC and DOC (see above). Following Najjar et al. (1992), the fast-sinking POC is immediately remineralized according to a power-law with exponent \( \varepsilon \) as determined from sediment trap data (Martin et al., 1987, 1993; Bishop, 1989). We take \( \varepsilon = 0.858 \), producing the best fit to sediment trap data among eight different empirical relationships describing the particle flux in the open ocean (Bishop, 1989). The oxidation of DOC is assumed to follow first-order kinetics with a rate constant \( \kappa \). Other potentially influencing factors such as depth-changes in the biomass of heterotrophic bacteria (major DOC consumers), temperature or pressure, are neglected here (Bacastow and Maier-Reimer, 1991; Najjar et al., 1992). Finally, dissolution of CaCO\(_3\) is assumed to vary with depth according to an exponential profile with a length scale \( L_{\text{dis}} \) (Maier-Reimer, 1993; Yamanaka and Tajika, 1996).

With \( J_{\text{DOM}}^{\text{loc}} \) and \( J_{\text{DOM}}^{\text{om}} \), respectively the local rates of remineralization associated with the recycling
of fast-sinking POM and with dissolved organic matter, DOM,

\[ J_{\text{org}}^T = J_{\text{pom}}^T + J_{\text{dom}}^T = -\frac{\partial F_{\text{org}}^T}{\partial z} + \kappa^T \text{DOC}_t, \]  

where \( F_{\text{org}}^T \) and \( F_{\text{pom}}^T \) are the fluxes of the specific tracer associated with fast-sinking POM and carbonate particles at a given depth in the water column, and \( \kappa^T \) is the decay rate of \( \text{DOC}_t \) associated with the specific tracer \( T \). \( F_{\text{org}}^T \) and \( F_{\text{pom}}^T \) are related to the fluxes of fast-sinking POM and CaCO\(_3\) at the base of the euphotic zone, \( F_{\text{org}}^T(z_{\text{eup}}) \) and \( F_{\text{pom}}^T(z_{\text{eup}}) \):

\[
F_{\text{org}}^T(z) = F_{\text{org}}^T(z_{\text{eup}}) \left( \frac{z}{z_{\text{eup}}} \right)^{-\gamma},
\]

\[
F_{\text{pom}}^T(z) = F_{\text{pom}}^T(z_{\text{eup}}) \left( e^{-\gamma \left( z - z_{\text{eup}} \right)/L_{\text{dom}}} \right),
\]

where \( F_{\text{pom}}^T(z_{\text{eup}}) = 0 \), \( \kappa^T \), on the other hand, is calculated from the stoichiometry of Anderson and Sarmiento (1994):

\[
k_{\text{PO}_4} = \frac{k}{117},
\]

\[
k_{\text{DIC}} = k,
\]

\[
k_{\text{ALK}} = \frac{-16}{117}k,
\]

\[
k_{\text{DOC}} = k,
\]

\[
k_{\text{O}_2} = \frac{-170}{117}k,
\]

\[
k_{\text{HCO}_3^{-}} = R_{\text{DOC}},
\]

\[
k_{\text{CO}_2^{-}} = -R_{\text{DOC}},
\]

where \( R_{\text{DOC}} \) is the \(^{13}\text{C}(^{12}\text{C} + ^{13}\text{C})\) ratio of \( \text{DOC}_t \) \((R_{\text{DOC}} = \text{DO}^{13}\text{C}_t/\text{DOC}_t)\). The recycling of the particles that reach the ocean floor and the calculation of \( \kappa \) are described in Subsection 2.2.5.

2.2.4. Gas exchanges. At the sea surface, a zero-flux condition is prescribed for \( \text{PO}_4 \), ALK, DOC\(_t\) and DO\(^{13}\text{C}_t\). The surface concentrations of \( \text{O}_2 \) are assumed to be in dissolution equilibrium with the atmospheric \( \text{O}_2 \). This assumption is justified by the fact that the equilibration time of the ocean mixed layer for chemically inert gases (\( \approx 1 \) month; Broecker and Peng, 1974) is comparable to the time step of resolution in our model (\( \Delta t = 20 \) days). Thus, surface values of AOU are equal to zero everywhere in the model domain, reasonably consistent with data for the modern oceans (Levitus and Boyer, 1994b).

Due to the much longer equilibration for \( \text{CO}_2 \) and \(^{13}\text{CO}_2 \) in the ocean mixed layer (Broecker and Peng, 1974), the surface exchanges of \( \text{CO}_2 \) and \(^{13}\text{CO}_2 \) are formulated explicitly. The net fluxes of \(^{12}\text{CO}_2 \) and \(^{13}\text{CO}_2 \) out of the ocean are given by (Siegenthaler and Münich, 1981):

\[
F_{\text{wa},m}^T = F_{\text{wa}}^T - F_{\text{sw}}^T = \mu p_{\text{CO}_2} - \mu p_{\text{CO}_2},
\]

\[
F_{\text{wa},n}^T = R_{\text{sa}} x_{\text{sa}} F_{\text{sa}}^T - R_{\text{sa}} x_{\text{sa}} F_{\text{sw}}^T.
\]

\( F_{\text{sa}}^T \) and \( F_{\text{sw}}^T \) are the gross fluxes of \( \text{CO}_2 \) from the ocean to the atmosphere and from the atmosphere to the ocean, respectively. \( \mu \) is a transfer coefficient for \( \text{CO}_2 \) at the air-sea interface. \( p_{\text{CO}_2} \) and \( p_{\text{CO}_2} \) are the partial pressures of \( \text{CO}_2 \) in the surface water and in the atmosphere, respectively. \( p_{\text{CO}_2} \) is calculated from surface \( T, \text{S}, \text{DIC} \) and \( \text{ALK} \), assuming \( \text{HCO}_3^{-} \), \( \text{CO}_3^{2-} \) and \( \text{B(OH)}_3^{-} \) as the unique contributors to alkalinity (Skirrow, 1975).

To this end, a cubic equation for the proton activity is solved analytically (Millero, 1979) using the equilibrium constants and the proportionality factor between total boron and salinity in seawater recommended by Millero (1995). \( R_{\text{sa}} \) and \( R_{\text{sw}} \) are the \(^{12}\text{C}(^{12}\text{C} + ^{12}\text{C})\) ratios of surface DIC \((R_{\text{sa}} = \text{DI}^{13}\text{C}/\text{DIC})\) and atmospheric \( \text{CO}_2 \), respectively. Finally, \( x_{\text{sa}} \) and \( x_{\text{sw}} \) are the fractionation factors for the air-sea exchange of \(^{13}\text{CO}_2 \). In this paper, \( p_{\text{CO}_2} \) and \( R_{\text{sw}} \) are prescribed (Subsection 3.2).

Fractionation factors for the air-sea exchange of \(^{13}\text{CO}_2 \) are computed from Siegenthaler and Münich (1981) according to:

\[
x_{\text{sw}} = x_{\text{k}_{\text{sa}}-\text{DIC}},
\]

\[
x_{\text{sa}} = x_{\text{k}_{\text{sa}}-\text{DIC}},
\]

where \( x_{\text{k}} \) is the kinetic fractionation factor for \( \text{CO}_2 \) gas transfer across the air-sea interface, and \( x_{\text{sa}}-\text{DIC} \) and \( x_{\text{sa}}-\text{DIC} \) are the equilibrium fractionation factors between aqueous \( \text{CO}_2 \) and gaseous \( \text{CO}_2 \), and aqueous \( \text{CO}_2 \) and total dissolved inorganic carbon, respectively. These three factors are...
taken from relationships established from laboratory data (Zhang et al., 1995). \( \alpha_{aq} = 0.99912 \), the mean between measurements carried out at 5°C and 21°C. \( \alpha_{aq} \) on the other hand, is as an increasing function of the sea surface temperature:

\[
\alpha_{aq} = 0.99869 + (4.9 \cdot 10^{-6} \, \text{C}^{-1}) T. \quad (30)
\]

Finally, \( \alpha_{aq} \) depends on the fractionation between aqueous \( \text{CO}_2 \) and the different inorganic \( \text{C} \) species, and on DIC speciation in seawater (Siegenthaler and Münich, 1981):

\[
\alpha_{aq} = \sum_i h_i \alpha_{aq}^i. \quad (31)
\]

The ionization fractions \( h_{\text{CO}_2} = \frac{\text{CO}_2(aq)}{\text{DIC}}, h_{\text{HCO}_3^-} = \frac{\text{HCO}_3^-}{\text{DIC}} \) and \( h_{\text{CO}_3^{2-}} = \frac{\text{CO}_3^{2-}}{\text{DIC}} \) are obtained from the calculation of p\( \text{CO}_2 \) from ambient \( T, \delta, \text{DIC} \) and ALK (see above). Zhang et al. (1995) measured the isotopic fractionation of ionic \( \text{C} \) species with respect to gaseous, and not aqueous \( \text{CO}_2 \). Hence, we compute the fractionations between aqueous \( \text{CO}_2 \) and bicarbonate ions (\( \alpha_{aq} - \text{HCO}_3^- \)) and between aqueous \( \text{CO}_3^{2-} \) and carbonate ions (\( \alpha_{aq} - \text{CO}_3^{2-} \)) through the following equations:

\[
\begin{align*}
\alpha_{aq} - \text{HCO}_3^- &= \frac{\alpha_{aq} - \text{CO}_3^{2-}}{\alpha_{aq} - \text{CO}_3^{2-}} \frac{\text{HCO}_3^-}{\text{CO}_3^{2-}} \frac{\text{CO}_2(aq)}{\text{DIC}} = 0.99869 + (4.9 \cdot 10^{-6} \, \text{C}^{-1}) T. \quad (32) \\
\alpha_{aq} - \text{CO}_3^{2-} &= \frac{\alpha_{aq} - \text{CO}_3^{2-}}{\alpha_{aq} - \text{CO}_3^{2-}} \frac{\text{CO}_3^{2-}}{\text{CO}_3^{2-}} \frac{\text{CO}_2(aq)}{\text{DIC}} = 0.99869 + (4.9 \cdot 10^{-6} \, \text{C}^{-1}) T. \quad (33)
\end{align*}
\]

2.2.5. Chemical balances. The ocean inventories of phosphate, alkalinity, and labile dissolved organic carbon are conserved quantities in the model. The condition for constant inventories of \( \text{PO}_4 \) and ALK is satisfied by recycling in the deepest model cells the fast-sinking POC and CaCO\(_3\) particles reaching the ocean floor (at depth \( z_{\text{bot}} \)). For those cells (with a thickness \( \Delta z_{\text{bot}} \)), POM remineralization and CaCO\(_3\) dissolution are thus given by:

\[
\begin{align*}
J^P_{\text{pom}} &= \frac{1}{\Delta z_{\text{bot}}} \left( z_{\text{bot}} - \Delta z_{\text{bot}} \right) \frac{\alpha_{aq}}{z_{\text{up}}} F^P_{\text{pom}}(z_{\text{up}}), \quad (34) \\
J^F_{\text{car}} &= \frac{1}{\Delta z_{\text{bot}}} \left( -z_{\text{bot}} + z_{\text{bot}} \right) \frac{\alpha_{aq}}{z_{\text{up}}} F^F_{\text{car}}(z_{\text{up}}). \quad (35)
\end{align*}
\]

With \( \varepsilon = 0.858 \), the flux of fast-sinking POC that reaches the ocean floor amounts to 4% in our model. Unlike \( \varepsilon \) which is kept fixed, we test different values for the CaCO\(_3\) dissolution length, \( L_{\text{dis}} \), because a direct observational constraint is not available. With \( L_{\text{dis}} \) ranging between 2000–4000 m (see below), the flux of CaCO\(_3\) at the ocean floor varies between 14 and 38%.

The condition for a constant oceanic inventory of DO\(_C\) requires a further constraint because DO\(_C\) is assumed to decay with first-order kinetics. This condition is satisfied by computing \( \kappa \) so that the new production of DO\(_C\) in the euphotic zone balances its decay in the aphotic zone (Najjar et al., 1992):

\[
\int_0^{z_{\text{up}}} J^P_{\text{org}} \, dz \, dA = \kappa \int_0^{z_{\text{up}}} J^D_{\text{org}} \, dz \, dA, \quad (36)
\]

where \( A \) is the total ocean area. Following Najjar et al. (1992), we use eq. (36) given the lack of experimental data about the production and breakdown of marine DO\(_C\).

A last constraint is introduced in the oceanic budget of oxygen. The local rate of organic matter oxidation in the deep sea is crudely described in the model, for it depends only on the rate of new production in the overlying euphotic zone (Najjar et al., 1992). Consequently, this model may simulate very low (or even negative) \( \text{O}_2 \) concentrations in some regions of the water column such as below the highly productive equatorial upwellings. In those regions in the real ocean, chemical species other than dissolved \( \text{O}_2 \) (such as NO\(_3\)) are likely to serve as electron acceptors for respiration when \( \text{O}_2 \) is very low (Gruber and Sarmiento, 1997; Tyrrell and Law, 1997). In order to account for this, we set the local rate of \( \text{O}_2 \) consumption (\( J^P_{\text{org}} \)) in the aphotic zone equal to zero if the local concentration of oxygen falls below zero which is equivalent to a source of oxygen. The balance between the production of photosynthetic \( \text{O}_2 \) in surface waters and the respiratory consumption of \( \text{O}_2 \) at depth can be re-established by an appropriate determination of the stoichiometric ratio \( R_{\text{org}}^O \) in the euphotic zone. Following Anderson and Sarmiento (1995), this ratio is calculated as:

\[
R_{\text{org}}^O = \frac{\int_0^{z_{\text{up}}} J^P_{\text{org}} \, dz \, dA}{\int_0^{z_{\text{up}}} J^P_{\text{org}} \, dz \, dA}. \quad (37)
\]
Both $k$ and $r_{O_2}$ in the euphotic zone are calculated at each time step (eqs. (36)–(37)). In the aphotic zone, $r_{O_2}$ is kept constant and equal to the mean $O_2$ remineralization ratio determined by Anderson and Sarmiento (1994):

$$ r_{O_2} = -170 \quad \text{for} \quad z > z_{eup} \,. $$

(38)

In summary, in addition to the stoichiometric ratios, the biogeochemical model described above includes 11 parameters (Table 2). In this paper, we investigate the effects of variable $\tau_{PO_4}$, $\sigma$, $DOC_i$, $\tilde{r}_p$, $L_{dis}$, $s_{org}$ and $\mu$. The other biogeochemical parameters are always kept fixed to their values in Table 2.

3. Results

3.1. Simulation of phosphate and oxygen

In the model, $PO_4$ is only affected by organic matter cycling, whereas AOU is affected by organic matter cycling and dissolution equilibrium with atmospheric $O_2$. We explore the effect on the $PO_4$ and AOU distributions of the fraction of organic C sequestred into labile dissolved organic carbon, $\sigma$, and of the ocean mean concentration of labile dissolved organic carbon, $DOC_i$. In all simulations, initial $PO_4$ correspond to a uniform field of 2.07 mmol m$^{-3}$, the ocean mean $PO_4$ according to climatological data (Conkright et al., 1994). The restoring time scale $\tau_{PO_4}$, on the other hand, needs also be specified. Fig. 2 shows latitudinal distributions of euphotic zone $PO_4$ simulated with two distinct values of $\tau_{PO_4} = 50$ and 200 d. In each case, organic matter occurs only in the form of fast-sinking particles, i.e. $\sigma = 0$. With $\tau_{PO_4} = 200$ d, the model $PO_4$ is significantly lower than $PO_4$ in the Southern Ocean and larger than $PO_4$ in the equatorial Pacific and Indian. With a smaller $\tau_{PO_4} = 50$ d, on the other hand, the fit is largely improved in the equatorial Pacific and Indian, but not in the Southern Ocean. Taking a value as low as 25 d does not improve the fit in the Southern Ocean. As shown below, the discrepancy in the Southern Ocean can be largely corrected by allowing some fraction of organic carbon to be transported as $DOC_i$, i.e., with $\sigma > 0$. In all the simulations that follow, $\tau_{PO_4}$ is fixed to an intermediate value of 100 d. With this value, the euphotic zone $PO_4$ predicted in the northern North Atlantic is lower than with $\tau_{PO_4} = 200$ d, but higher than with $\tau_{PO_4} = 50$ d. This value of 100 d is adopted, however, because it reduces the large values of new production in the northern North Atlantic which are persistent in the model (Fig. 6a). This brings the model into better agreement with the distribution of the annual mean

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{PO_4}$</td>
<td>100 (d)</td>
<td>(1)</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.5</td>
<td>(1)</td>
</tr>
<tr>
<td>$DOC_i$</td>
<td>10 (mmol m$^{-3}$)</td>
<td>(1)</td>
</tr>
<tr>
<td>$r_p$</td>
<td>0.06 (mol mol$^{-1}$)</td>
<td>(1)</td>
</tr>
<tr>
<td>$L_{dis}$</td>
<td>3000 (m)</td>
<td>(1)</td>
</tr>
<tr>
<td>$s_{org}$</td>
<td>variable</td>
<td>(1)</td>
</tr>
<tr>
<td>$\mu$</td>
<td>67 (mmol m$^{-2}$ yr$^{-1}$)</td>
<td>Broecker et al. (1985b)</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>0.858</td>
<td>Bishop (1989)</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>variable</td>
<td>(1)</td>
</tr>
<tr>
<td>$n_{calc}$</td>
<td>1</td>
<td>(1)</td>
</tr>
<tr>
<td>$z_{eup}$</td>
<td>100 (m)</td>
<td>(1)</td>
</tr>
</tbody>
</table>

*No sensitivity analysis on this parameter in this study.*
new production estimated in this basin (Campbell and Aarup, 1992).

3.1.1. Fraction of organic C in DOC). The oceanic inventory of DOC and of its biologically labile fraction remain largely uncertain. For example, estimates of the oceanic inventory of DOC reported by Martin and Fitzwater (1992) range by more than a factor of two. Bacastow and Maier-Reimer (1991) took an ocean average \( \text{DOC}_l \approx 20 \text{ mmol m}^{-3} \), which may be too large (Suzuki, 1993). In this section, \( \text{DOC}_l \) is fixed to 10 mmol m\(^{-3}\). Given the current uncertainty in the inventory and biological lability of marine DOC, we investigate in the next section the sensitivity of our results on \( \text{DOC}_l \).

The impact of \( \text{DOC}_l \) in the model is best demonstrated by considering the latitude-depth distributions of the different biogeochemical tracers and by calculating root mean square errors relative to observations. Fig. 3a illustrates the latitude-depth distributions of \( \text{PO}_4 \) simulated by the POC-only model (\( \sigma = 0 \)). Although some of the observed features (Fig. 3c) are reproduced, large differences are found. A pronounced nutrient trapping is simulated at subsurface levels in the tropical Pacific and Indian. Following Bacastow and Maier-Reimer (1991), Najjar et al. (1992) and Yamanaka and Tajiko (1997), we try to remove this nutrient trapping by allowing some fraction of the organic carbon to be transported as \( \text{DOC}_l \).

We assume that half of organic C is sequestered into \( \text{DOC}_l \) (\( \sigma = 0.5 \)) which is within the large range of estimates that can be inferred from various field studies (Table 1.2 in Najjar et al., 1992; Copin-Montégut and Avril, 1993; Carlson et al., 1994; Guo et al., 1995; Ducklow et al., 1995). \( \text{PO}_4 \) concentrations in the equatorial Pacific and Indian are now reduced significantly which brings the simulated \( \text{PO}_4 \) distributions into much closer agreement with the data (Fig. 3b). In the Atlantic, on the other hand, inclusion of \( \text{DOC}_l \) leads to higher \( \text{PO}_4 \) concentrations and has a smaller impact than in the other basins. Finally, the discrepancy in surface \( \text{PO}_4 \) in the Southern Ocean produced with the POC-only model is absent in the POC + \( \text{DOC}_l \) model (Fig. 2).

With regard to oxygen, anoxia is largely present in the North Indian between 200–1000 m and unrealistically low \( \text{O}_2 \) are predicted at depth in the whole North Pacific in the POC-only model (not shown). AOU is too high in these regions (compare Fig. 4a with Fig. 4c) suggesting excess of remineralization as the likely cause of these failures. When \( \text{DOC}_l \) is included, this is largely corrected and the \( \text{O}_2 \) and AOU distributions are in much closer agreement with the data (Fig. 4b for AOU). This requires that the rate of \( \text{O}_2 \) consumption is set to zero if \( \text{O}_2 = 0 \text{ mmol m}^{-3} \), because in the absence of this constraint anoxia and even negative \( \text{O}_2 \) are simulated by the POC + \( \text{DOC}_l \) model in subsurface waters in the North Indian and equatorial Pacific (not shown). As for \( \text{PO}_4 \), inclusion of \( \text{DOC}_l \) leads to higher values of the AOU in the Atlantic.

Root-mean-square deviations of \( \text{PO}_4 \) and AOU produced by the POC-only and POC + \( \text{DOC}_l \) models compared to the climatological data provide a quantitative estimate of the improvement. With \( \text{DOC}_l = 10 \text{ mmol m}^{-3} \), a significant decrease of rms(\( \text{PO}_4 \)) and rms(AOU), depending on \( \sigma \), is obtained relative to the POC-only model (Fig. 5). The exception to this is the Atlantic, where some values of \( \sigma \) even lead to a worse simulation of \( \text{PO}_4 \) and AOU. Taking \( \sigma = 0.5 \) lowers rms(\( \text{PO}_4 \)) by a factor of 2 in the Pacific, the Indian and in the Southern Ocean. By contrast, the deviation for the Atlantic is only slightly reduced (this slight reduction is due to the higher \( \text{PO}_4 \) concentrations which decrease rms(\( \text{PO}_4 \)) in the South Atlantic but increases rms(\( \text{PO}_4 \)) in the North Atlantic). A substantial reduction in rms(AOU) is also present in the Pacific, the Indian and in the Southern Ocean with \( \sigma = 0.5 \) (Fig. 5b). It is higher, however, in the Atlantic (increase of \( \approx 30\%)\). For the world ocean, \( \sigma = 0.5 \) reduces the model-data discrepancy in the \( \text{PO}_4 \) (AOU) distribution by about 45% (35%). From Figs. 3 and 4 we infer that the decrease of rms(\( \text{PO}_4 \)) and rms(AOU) in the Pacific and Indian is largely due to the removal of nutrient trapping simulated by the POC + \( \text{DOC}_l \) model in the equatorial regions. The higher \( \text{PO}_4 \) and AOU levels in the Atlantic, on the other hand, are related to the oxidation of \( \text{DOC}_l \) which is largely produced in the northern North Atlantic (see below) and thence transported to depth with newly-formed deep waters.

The meridional distributions of new production simulated by the POC-only and POC + \( \text{DOC}_l \) models with \( \sigma = 0.5 \) and \( \text{DOC}_l = 10 \text{ mmol m}^{-3} \) are given in Fig. 6a–c. New production in the equatorial Pacific and Indian decreases by a factor
Fig. 3. Latitude-depth distribution of phosphate (mmol m$^{-3}$) in the three main oceanic basins. (a) POC-only model, (b) POC + DOC$_i$ model, and (c) distributions established by zonally averaging and interpolating the climatological data of Conkright et al. (1994) onto the model grid. Contour interval is 0.5 mmol m$^{-3}$.

of 2 for $\sigma = 0.5$, because the feedback mechanism for producing nutrient trapping in those areas is substantially, if not completely reduced. Inspection of the circulation regime simulated in the equatorial Pacific and Indian (Wright and Stocker, 1992) indicates that DOC$_i$ produced in those areas is exported by Ekman divergence. The highest inventories of DOC$_i$ in the euphotic zone are not located in equatorial regions where maxima of DOC$_i$ production are simulated (Fig. 6d). Instead, these inventories are found within the bordering subtropical areas where the model predicts minima in new production. The relatively low DOC$_i$ inventories in the equatorial regions reflect the upwelling of low DOC$_i$ waters to the surface (Najjar et al., 1992). The relatively high inventories in the subtropical areas, on the other hand, reflect the wind-driven input of DOC$_i$-rich waters from both the equator and the subpolar regions where secondary maxima in new production are pre-
Fig. 4. Latitude-depth distribution of apparent oxygen utilization AOU (mmol m$^{-3}$) in the three main oceanic basins. (a) POC-only model, (b) POC + DOC$_l$ model, and (c) distributions established by zonally averaging and interpolating the climatological data of Levitus and Boyer (1994b) onto the model grid. Contour interval is 50 mmol m$^{-3}$.

predicted. This input is balanced in the model by the downward export of DOC$_l$ to the aphotic zone by Ekman pumping.

Another effect of including DOC$_l$ in the model is an increase in new production at mid and subpolar latitudes (except in the North Pacific where this production is weakly affected; Fig. 6a–c). Everywhere south of 47.5°S, the POC-only model predicts the absence of new production because PO$_4$< PO$_4'$ in this area (Fig. 2). Clearly, the higher new production simulated at subpolar and polar latitudes by the POC + DOC$_l$ model is due to the higher PO$_4$ content of the surface waters at these latitudes. From Fig. 3 we infer that this is ultimately related to the fact that much less phosphate is trapped within the tropical belts when a fraction of organic matter is allowed to be transported as DOC$_l$. This explains why rms(PO$_4$)
and rms(AOU) in the Southern Ocean are strongly reduced (Fig. 5a,b). In the simulations that follow, $\sigma$ is fixed to 0.5.

3.1.2. Total inventory of DOC$_l$. For two additional simulations with DOC$_l$ = 5 mmol m$^{-3}$ and 20 mmol m$^{-3}$, rms(PO$_4$) and rms(AOU) are calculated as above. Compared to the POC-only model, rms(PO$_4$) is reduced for all the values of DOC$_l$ considered. In each basin except the Atlantic, this reduction reaches a factor of 2 at least (Fig. 7a). More realistic values of AOU result in all cases except for the Atlantic with DOC$_l$ = 10 mmol m$^{-3}$ and 20 mmol m$^{-3}$ (Fig. 7b). In all the simulations that follow, DOC$_l$ is fixed to 10 mmol m$^{-3}$.

3.2. Simulation of DIC, ALK and $\delta^{13}$C$_{DIC}$

The distributions of total dissolved inorganic carbon and alkalinity in the model are influenced by the cycling of organic matter and CaCO$_3$. The distribution of DIC is further affected by the air-sea exchange of CO$_2$. We examine the sensitivity of the distributions of DIC and ALK to the production ratio and the length scale for CaCO$_3$ dissolution. Unless stated otherwise, the coefficient for CO$_2$ transfer at the sea surface $\mu$ is fixed to a constant value of 67 mmol m$^{-2}$ yr$^{-1}$ mm$^{-1}$ (Broecker et al., 1985b). To reach steady state, the atmospheric boundary condition for DIC is $p$CO$_2$ = 280 mm$^{-1}$ atm (Barnola et al., 1987; Neftel et al., 1988). We compare model results with GEOSECS (1987) and TTO (1986) observations by considering the anthropogenic increase of pCO$_2$ for the last 175 yr of integration according to data for the 1800–1975 period (Fig. B.1 in Enting et al., 1994). The ocean mean alkalinity, ALK, is fixed to 2460 meq m$^{-3}$ based on GEOSECS (1987) data (assuming a reference density of 1028 kg m$^{-3}$ for seawater and an ocean mean salinity of 34.73).
3.2.2. Length scale for $\text{CaCO}_3$ dissolution. The effect of $L_{\text{dis}}$ in the model is best demonstrated by considering the vertical distributions of DIC and ALK. We consider the basin mean vertical profiles of DIC and ALK with $L_{\text{dis}} = 2000\,\text{m}$, $3000\,\text{m}$ and $4000\,\text{m}$. The vertical profiles of DIC are fairly insensitive to $L_{\text{dis}}$ and all are in close agreement with the data except for the Southern Ocean (Fig. 9a for $L_{\text{dis}} = 3000\,\text{m}$). The low sensitivity of DIC profiles to $L_{\text{dis}}$ stems from the fact DIC production at depth is mostly due to the oxidation of organic matter, rather than to the dissolution of $\text{CaCO}_3$. Because ALK is more sensitive than DIC to the cycle of $\text{CaCO}_3$, $L_{\text{dis}}$ has a larger impact on the vertical distribution of alkalinity (Fig. 9b). With $L_{\text{dis}} = 4000\,\text{m}$ (deep $\text{CaCO}_3$ dissolution), ALK is generally too low in the Atlantic and the Southern Ocean and too high in the deep Pacific. Taking $L_{\text{dis}} = 2000\,\text{m}$ (shallow $\text{CaCO}_3$ dissolution) corrects these discrepancies to a large extent, but ALK excesses are now produced by the model at shallow depths in the Pacific and Indian. With an intermediate $L_{\text{dis}} = 3000\,\text{m}$, ALK is again too low in the Atlantic and the Southern Ocean and too high in the deep Pacific. In the simulations of the cycle of $\delta^{13}\text{C}_{\text{DIC}}$ (see below), $L_{\text{dis}}$ is fixed to this value.

3.2.3. Fractionation factor for photosynthesis. The cycle of $\delta^{13}\text{C}_{\text{DIC}}$ in our model is affected by the strong isotopic selectivity during photosynthesis and gas exchange. We assume no isotopic fractionation for calcification, $\chi_{\text{calc}} = 1$. This is a reasonable assumption given the small isotope effects ($<3\%$) for calcite and aragonite reported in the literature (Mook, 1986). This assumption is further supported by the tight correlation between $\delta^{13}\text{C}_{\text{DIC}}$ and $\text{PO}_4$ (primarily affected by organic matter cycling) in deep ocean waters (Kroopnick, 1985). The atmospheric boundary condition for calculating $\delta^{13}\text{C}_{\text{DIC}}$, on the other hand, is fixed to $\delta^{13}\text{C} = -6.5\%$ (Friedli et al., 1986; Leuenberger et al., 1992). For a consistent comparison of model results with GEOSECS (1987) observations, however, $\delta^{13}\text{C}$ of atmospheric $\text{CO}_2$ is modified for the last 175 yr of integration according to a spline fit to data for the 1800–1975 period from the Siple
ice core (Friedli et al., 1986) and Cape Grim (Francey et al., 1995).

The fractionation factor between organic carbon and DIC for aquatic photosynthesis is defined as:

$$a_{org} = \frac{\delta^{13}C_{org} + 1000‰}{\delta^{13}C_{DIC} + 1000‰}, \quad (39)$$

where $\delta^{13}C_{org}$ and $\delta^{13}C_{DIC}$ (both in ‰) are the isotopic ratios normalized to the standard PDB of organic C and DIC, respectively. According to data of $\delta^{13}C_{org}$ of suspended POM in ocean surface waters (Freeman and Hayes, 1992; Goericke and Fry, 1994), $\delta^{13}C_{org}$ varies mainly from $-32$‰ to $-18$‰. $\delta^{13}C_{DIC}$ measured on surface GEOSECS (1987) samples, on the other hand, fluctuates in a narrow range, i.e., between 0.5 to 2.5‰. From (39), the fractionation factor for marine photosynthesis should thus vary between 0.966 to 0.982. In a first simulation, we adopt a central value $a_{org} = 0.975$.

Several studies have indicated a trend of decreasing $\delta^{13}C_{org}$ of suspended POM with decreasing concentration of aqueous CO$_2$ in ocean surface waters (Rau et al., 1989; Freeman and Hayes, 1992; Goericke and Fry, 1994). Based on a model of carbon photosynthetic fixation by microalgae, this trend has theoretical support (Rau et al., 1992). From data collected in the South Atlantic, the Southern Ocean and the Weddel Sea, Rau et al. (1989) established the following empirical relationship between $\delta^{13}C_{org}$ of suspended POM and CO$_2$(aq):

$$\delta^{13}C_{org} = -0.8‰ \text{ mmol}^{-1} \text{ m}^3 \text{ CO}_2(\text{aq}) - 12.6‰, \quad (40)$$

where $\delta^{13}C_{org}$ is in ‰ and CO$_2$(aq) is in mmol m$^{-3}$. In a 2nd simulation, this relationship and the local $\delta^{13}C_{DIC}$ predicted by the model are included in eq. (39) to calculate a variable $a_{org}$.

Because $a_{org} < 1$, light carbon is preferentially taken up during photosynthesis in surface waters and released during organic matter oxidation in deep waters. Therefore, $a_{org}$ has a large influence on the vertical distribution of $\delta^{13}C_{DIC}$. Fig. 9c compares the basin mean vertical profiles of $\delta^{13}C_{DIC}$ simulated with a constant $a_{org} = 0.975$ with GEOSECS (1987) data. The profiles are broadly consistent with the observations in each oceanic basin, i.e., the vertical gradients observed between surface and deep ocean $\delta^{13}C_{DIC}$ are generally captured. However, several discrepancies between the model and the data are found, including $\delta^{13}C_{DIC}$ underestimation in the upper kilo-
Fig. 9. Basin mean vertical profiles of (a) dissolved inorganic carbon, (b) alkalinity, and (c) δ13C of DIC. Dots (●) are averages from GEOSECS (1987) and TTO (1986) data (same TTO stations as in Fig. 8; no δ13C_DIC data from TTO). Horizontal bars denote 1 standard deviation. Results from (a) POC-only model (−−−−) and POC+DOC model (−−−−), (b) POC+DOC model with $L_{\text{dis}} = 2000$ (−−−−), 3000 (−−−−), and 4000 m (−−−−) and (c) POC+DOC model with a constant $a_{\text{org}}$ (−−−−), variable $a_{\text{org}}$ (−−−−), and a variable $a_{\text{org}}$ and variable $\mu$ (−−−−) are shown.
meter of the Indian and in the deep Atlantic. We analyse them below.

In the upper Indian, the model produces a pronounced \( \delta^{13}C_{DIC} \) minimum which is shallower than in the data. A shallow \( \delta^{13}C_{DIC} \) minimum is also simulated in the upper Pacific, but this is deeper than simulated in the upper Indian. Inspection of the distribution of the different water types in the model (not shown) indicates that waters north of 47.5° S in the Indian are a mixture of Central Waters (formed in the model between 47.5° S–32.5° N in each basin), Antarctic Intermediate Water (between 62.5° S–47.5° S in the Southern Ocean) and North Atlantic Deep Water (NADW, between 55° N–80° N in the Atlantic). At the locations where these waters are formed, the model \( \delta^{13}C_{DIC} \) is generally too low compared to GEOSECS (1987) data (Fig. 10). Thus, a possible explanation for the \( \delta^{13}C_{DIC} \) deficit in the upper Indian is too low preformed \( \delta^{13}C_{DIC} \). Figs. 3b and 4b show that \( \text{PO}_4 \) and AOU excesses in the upper Indian are still present in the POC + DOC model. On average, the \( \text{PO}_4 \) excess amounts to about 0.6 mmol m\(^{-3}\) associated with a theoretical \( \delta^{13}C_{DIC} \) underprediction of about 0.7‰ (Broecker and Maier-Reimer, 1992). Thus, excess remineralization of organic C (producing isotopically light DIC) could also explain the \( \delta^{13}C_{DIC} \) deficit produced in the upper Indian.

The model further underestimates \( \delta^{13}C_{DIC} \) in the deep Atlantic, although here the maximum difference between the basin averages of the model and the data (\(< 0.5\%\)) is less than that produced in the upper Indian. Waters in the deep Atlantic are strongly dominated in the model by NADW (not shown). Thus, the \( \delta^{13}C_{DIC} \) deficit there could also be explained by too low preformed \( \delta^{13}C_{DIC} \) (Fig. 10a). However, \( \text{PO}_4 \) and AOU excesses are present also in the deep Atlantic in the POC + DOC model (Figs. 3b, 4b). On average, the \( \text{PO}_4 \) excess reaches approximately 0.4 mmol m\(^{-3}\) which would translate into a theoretical underprediction of \( \delta^{13}C_{DIC} \) of about 0.4‰. Thus, both errors in preformed \( \delta^{13}C_{DIC} \) and a too high production of isotopically light DIC at depth are also likely candidates to explain the \( \delta^{13}C_{DIC} \) deficit simulated in the deep Atlantic.

Because \( \delta^{13}C_{DIC} \) is a central variable in paleo-climate studies, we give some further consideration to the \( \delta^{13}C_{DIC} \) deficits produced by the model. Fig. 10 also gives the \( \delta^{13}C_{DIC} \) expected from a complete isotopic equilibration with the atmosphere, \( \delta^{13}C_{eq} \). Due to the increase of \( \delta^{13}C_{eq} \) with decreasing temperature (Zhang et al., 1995), \( \delta^{13}C_{eq} \) is small at low latitudes and large at high latitudes, with a peak-to-peak amplitude of about 3‰ in each oceanic basin. By contrast, \( \delta^{13}C_{DIC} \) in the model exhibits a different meridional pattern and varies with peak-to-peak amplitudes of only about 1‰. This illustrates that the tendency towards isotopic equilibrium is largely offset, i.e. the preformed \( \delta^{13}C_{DIC} \) in the model results from a subtle balance between compensatory effects associated with photosynthesis, gas exchange and/or the oceanic transport of carbon isotopes.

In a first attempt to improve the simulation, we use the variable fractionation factor for photosynthesis (eq. (40)). In this case, \( \delta^{13}C_{DIC} \) come into better agreement with the data in the upper Indian and the deep Atlantic (Fig. 9c). As the cycling of organic matter and the circulation are exactly the same as with a constant \( \omega_{eq} \), the reason for this improvement must be related to preformed values of \( \delta^{13}C_{DIC} \) in the different end-members. Due to an enhanced photosynthetic fractionation in cold

---

Fig. 10. Zonal mean \( \delta^{13}C \) of surface DIC in the three main oceanic basins. Dots (○) are averages of GEOSECS (1987) data and horizontal bars denote 1 standard deviation. Values simulated with a constant \( \omega_{eq} = 0.975 (— — —) \), a variable \( \omega_{eq} \) and variable \( \mu (— — —) \) and \( \delta^{13}C_{eq} \) expected from complete isotopic equilibration with the atmosphere (— e —) are shown.
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waters when using (40), the preformed $\delta^{13}C_{\text{DIC}}$ simulated with a variable $a_{\text{org}}$ is indeed slightly greater (0.1–0.2‰) at the locations where NADW and AAIW are formed (not shown). However, the $\delta^{13}C_{\text{DIC}}$ simulated with a variable $a_{\text{org}}$ is now too high in deep waters of the Southern Ocean, the Indian and the Pacific (Fig. 9c). Model-data discrepancies are, nevertheless, minor here (less than 0.2‰) and might not be significant given the variability of $\delta^{13}C_{\text{DIC}}$ in these waters.

In an attempt to reduce the deficits in surface $\delta^{13}C_{\text{DIC}}$ produced in the Indian and northern North Atlantic (0.5–0.8‰ in Fig. 10a,b), we use, in conjunction with a variable $a_{\text{org}}$, a variable $\mu$ computed from annual zonal averages of wind speed using the formula of Tans et al. (1990). A better fit to surface $\delta^{13}C_{\text{DIC}}$ data in these areas is produced in this case (Fig. 10a,b). A variable $\mu$, however, also affects the vertical distribution of $\delta^{13}C_{\text{DIC}}$ in each oceanic basin (Fig. 9c). It still improves the simulation in the upper Indian and deep Atlantic but enhances $\delta^{13}C_{\text{DIC}}$ excesses produced in the Southern Ocean and in the deep Pacific and Indian with a variable $a_{\text{org}}$ (Fig. 9c). All these changes result from the higher preformed $\delta^{13}C_{\text{DIC}}$ in the main water masses which ventilate deep levels in the model (e.g. NADW, Antarctic Bottom and Intermediate Waters). In summary, improvements in the prediction of $\delta^{13}C_{\text{DIC}}$ in one region of the world ocean by changing the value of a biogeochemical parameter often lead to degradation in another. This will be discussed in Section 4 in the context of potential shortcomings in the modelled circulation.

3.2.4. Air-sea difference of $pCO_2$. The air-sea difference in the partial pressure of CO$_2$ ($\Delta pCO_2$) is a key aspect to validate ocean carbon cycle models (e.g. Sarmiento et al., 1995). Fig. 11 shows the meridional distributions of $\Delta pCO_2$ simulated with a constant and variable $\mu$ (with the other biogeochemical parameters in Table 2). These distributions locate the sinks and sources for atmospheric CO$_2$ at the end of the transient simulation where the pCO$_2$ record for the 1800–1975 period is prescribed. Annual zonal averages of $\Delta pCO_2$ determined from field data are also given (from Broecker et al., 1986). Supersaturation is mostly simulated close to the equator whereas undersaturation is predicted primarily in the subtropical and subpolar regions. The more negative $\Delta pCO_2$ are found in the northern North Atlantic (Fig. 11). The distributions of $\Delta pCO_2$ in the model are generally consistent with the observations, but large discrepancies occur south of 40° S and in the North Pacific. South of 40° S, the data indicate CO$_2$ undersaturation from −40 to −20 μatm, whereas the model generally predicts a slight supersaturation of less than 5 μatm (with both a constant and variable $\mu$). In the North Pacific, on the other hand, the simulations with a constant and variable $\mu$ both consistently underestimate $\Delta pCO_2$ by about 10 μatm on the average. The surface $T$, $S$, DIC and ALK simulated in these two regions are in relatively close agreement with the data (T and S are restored to climatological means, whereas DIC and ALK compare favourably with the observed zonal averages; solid line in Fig. 8). Thus, we would have anticipated that the $\Delta pCO_2$ predicted by the model in these regions are also consistent with the observed estimates. However, there are numerous sources of discrepancy between the simulated and observed $\Delta pCO_2$ in Fig. 11, including, e.g., shortcomings in the model which are not apparent from the compar-
ison with the (spatially and temporally limited) GEOSECS + TTO and even climatological data, and/or the geographic and seasonal biases in the $\Delta pCO_2$ data.

4. Discussion

4.1. Model strengths

The distributions of $PO_4$ and AOU in the world oceans simulated by the “2.5-d” model are generally greatly improved when DOC$_l$ is included, independent of $\sigma$ or DOC$_l$. In our model simulations, the lifetime of DOC$_l$ (1/$\kappa$) ranged from a minimum of 9 yr (with $\sigma = 0.5$ and DOC$_l = 5$ mmol m$^{-3}$) to a maximum of 88 yr (with $\sigma = 0.5$ and DOC$_l = 20$ mmol m$^{-3}$) (Table 3). These values are smaller but not inconsistent with the lifetimes of 50 yr and 314 yr for labile dissolved organic matter in previous model simulations including a constant $\kappa$ (Bacastow and Maier-Reimer, 1991; Najjar et al., 1992). All these model values are higher than the turnover times of several days to several weeks observed in microbial utilization experiments (Amon and Benner, 1994) and derived from $^{234}$Th-$^{238}$U disequilibria (Santschi et al., 1995). They are also higher than the seasonal turnover time of the DOC which is observed to accumulate in the upper water column during the stratification period in spring and to be mixed downward during the convection period in winter at temperate latitudes (Carlson et al., 1994). These model values are lower, on the other hand, than apparent $^{14}$C ages > 1000 yr determined for DOC collected in the depth range 0–900 m in the central-north Pacific and Sargasso Sea (Williams and Druffel, 1987; Bauer et al., 1992). The large discrepancy between turnover rates in the model and those determined experimentally is related, at least partly, to the fact that DOC in ocean waters comprises several components characterized by very different labilities (as reflected, e.g., in the very distinct residence times inferred from laboratory microbial experiments and $^{14}$C measurements on DOC collected in situ).

A more realistic representation of DOC cycling in ocean biogeochemical models should thus include several classes of DOC with very different turnover rates (Kirchman et al., 1993; Yamanaka and Tajika, 1997).

In our model, the prediction of $PO_4$ and AOU in the Southern Ocean, the Indian and the Pacific is largely improved when DOC$_l$ is included. This is associated with a reduction of nutrient trapping in the equatorial Indian and Pacific. This reduction is due to DOC$_l$ export from these regions by Ekman divergence and subsequent pumping of DOC$_l$-rich water to depth in the bordering subtropical areas. In the Atlantic, by contrast, there is no strong nutrient trapping in the POC-only model, and rms($PO_4$) and rms(AOU) drop only slightly or are even larger when DOC$_l$ is included. The absence of a strong nutrient trapping in the equatorial Atlantic seems related to the fact that the thermohaline flow simulated in the upper kilometer in this basin is mostly horizontal (Wright and Stocker, 1992). This flow would not permit the formation of local nutrient excesses according to the feedback mechanism discussed by Najjar et al. (1992) which rather requires a dominant upwelling. This would hence explain why in the POC-only model the new production in the equatorial Atlantic is lower than that in the equatorial Indian and Pacific (Fig. 6).

In addition to $PO_4$ and AOU, the major features in the distributions of DIC, ALK and $\delta^{13}$C$_{DIC}$ in the modern oceans are captured by our model when DOC$_l$ is included. For instance, inclusion of DOC$_l$ corrects to a large extent major discrepancies produced by the POC-only model relative to the DIC data (Fig. 9a). These include DIC deficits in the Atlantic and Southern Ocean and DIC excesses in the deep Pacific. In the Indian, on the other hand, the POC-only model produces slightly better results.

With the set of standard parameters in Tables 1 and 2, the predicted total inventory of DIC is

<table>
<thead>
<tr>
<th>DOC$_l$ (mmol m$^{-3}$)</th>
<th>$\sigma$ (1)</th>
<th>1/$\kappa$ (yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.25</td>
<td>70</td>
</tr>
<tr>
<td>10</td>
<td>0.50</td>
<td>30</td>
</tr>
<tr>
<td>10</td>
<td>0.75</td>
<td>15</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>30</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>88</td>
</tr>
</tbody>
</table>
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about 38.705 GtC in the preindustrial ocean and 38.791 GtC for the year 1985. The first value is in excellent agreement with the observed estimate of 39.000 GtC for the preindustrial ocean. The difference of 86 GtC, on the other hand, is about 30% lower than the estimate of 120 GtC for the accumulation of anthropogenic CO$_2$ from the preindustrial era to the decade 1980–1989 (Siegenthaler and Sarmiento, 1993). The cumulative uptake of CO$_2$ for the period from 1770 to 1980 is 78 GtC (calculated by prescribing for that period the same pCO$_2$ record as above) and the invasion flux of CO$_2$ into the ocean for the year 1980 is 1.36 GtC yr$^{-1}$. These values are lower than estimates of 92–123 GtC and 1.67–2.25 GtC yr$^{-1}$ from models of varying complexity (Table 4 in Stocker et al., 1994). This is most likely due to the relatively small vertical diffusivity adopted in our simulations ($K_v = 2 \times 10^{-5}$ m$^2$ s$^{-1}$ versus $4 \times 10^{-7}$ m$^2$ s$^{-1}$ in Stocker et al. (1994) which gave values of 1.91 GtC yr$^{-1}$ and 100 GtC). Finally, the rate of new production predicted for the world ocean is 8.8–9.6 GtC yr$^{-1}$ in the POC-only model (with the range depending on $\Delta$PO$_4$). It is 6.3–10.8 GtC yr$^{-1}$ in the POC + DOC$_i$ model (depending on $\Delta$DOC$_i$). All these rates are consistent with data- and model-based estimates between 3.4 to over 15 GtC yr$^{-1}$ reported by Ducklow (1995).

4.2. Model weaknesses

4.2.1. Shortcomings in the modelled circulation. It is legitimate to consider whether the failures of the POC-only model to reproduce the observed PO$_4$ and AOU distributions result, at least partly, from shortcomings in the model circulation and resolution. Anderson and Sarmiento (1995), for instance, found that discrepancies in the PO$_4$ fields simulated by their 3-d model are mainly due to shortcomings of the modelled circulation, rather than the description of biological processes. Matear and Holloway (1995) further showed that the PO$_4$ field simulated in the North Pacific by their 3-d model is very sensitive to the modelled circulation and that a field consistent with the data can be reproduced with only small adjustments in this circulation. Finally, Najjar and Toggweiler (1993) mentioned that the 3-d models of Bacastow and Maier-Reimer (1991) and Najjar et al. (1992), which are characterized by nutrient trapping in their POM-only version, have a too coarse horizontal resolution ($4^\circ$–$5^\circ$) to properly resolve the important features of tropical ocean circulation.

Deficiencies in the modelled circulation are likely to contribute to discrepancies in the PO$_4$ fields simulated by our model (with a resolution of $12.5^\circ$–$15^\circ$ between 20°S–20°N). In this model, major discrepancies are related to nutrient trapping in the equatorial Indian and Pacific (Fig. 3a). There, the circulation is dominated by upwelling associated with two components: wind-driven divergence and thermohaline transport (Wright and Stocker, 1992). The thermohaline upwelling in the Indian and Pacific originates from the deepest levels of the water column. This is not consistent with tracer data which suggest that this upwelling is deflected as a southward flow at mid-depth in these basins (Broecker et al., 1985c; Toggweiler and Samuels, 1993). According to these data, the meridional circulation in the Indian and Pacific would be characterized by a two-cell structure rather than by a single top-to-bottom overturning. Interestingly, including in our model a depth-dependent vertical diffusivity according to the equation of Bryan and Lewis (1979) produces a southward flow at mid-depth in the Pacific (Stocker and Wright, 1996). Using $K_v(2500 \, m) = 0.6 \times 10^{-4} \, m^2 \, s^{-1}$ in this equation with the other circulation parameters adopted here (Table 1) produces the same feature in the Pacific and basin mean vertical profiles of $T$, $S$ and $\Delta^{14}C$ that are consistent with the data (not shown). However, the simulation with the depth-dependent $K_v$ of Bryan and Lewis (1979) is characterized, when DOC$_i$ is excluded, by a nutrient trapping in the Pacific and Indian which is even larger than in Fig. 3a. Thus, although the simulation with a southward flow at mid-depth in the Pacific may be more consistent with tracer data, it does not improve the prediction of biogeochemical tracers in this basin.

Two other results point to possible shortcomings in the modelled circulation. First, with the set of parameters in Tables 1 and 2, ALK excesses relative to the data are produced by the model in the deep Pacific (Fig. 9b). These excesses can be reduced by decreasing either the ocean mean production ratio $\tau_p$ or the length scale for CaCO$_3$ dissolution $L_{dis}$. However, in the former case, the simulated DIC and ALK become too high in
the surface waters (Fig. 8 for $R_C = 0.03$) and in the latter case, the simulated ALK become too high in the upper Pacific and Indian (Fig. 9b for $L_{dis} = 2000$ m). Second, using a variable coefficient for CO$_2$ transfer at the surface ($\mu$) improves the simulation of $\delta^{13}C_{DIC}$ in the Atlantic and in the upper Indian and Pacific. However, this leads to $\delta^{13}C_{DIC}$ values in the deep Southern Ocean, Indian and Pacific that are less satisfactory than with a constant $\mu$. These two examples illustrate that deficiencies in the modelled circulation might (K3 and Hollibaugh, 1993), the second is inconsistent with oceanic budgets of CaCO$_3$ which indicate that a significant fraction of the CaCO$_3$ precipitated in the deep sea is preserved in sediments (Milliman, 1993). Therefore, the assumption that no CaCO$_3$ is buried in deep sea sediments puts limitations to our model. A first limitation is that this model cannot address changes in the depth of the sedimentary lysocline documented for the late Pleistocene (Farrell and Prell, 1989). These changes occurred on a time scale of few thousand years (Broecker and Peng, 1987) and should have affected the concentration of atmospheric CO$_2$ (Broecker and Peng, 1987; Archer and Maier-Reimer, 1994). Another limitation concerns the redissolution of all the CaCO$_3$ reaching the ocean floor in the deepest grid cells. This creates an artificial source of alkalinity for the bottom waters in our model. For instance, with $L_{dis} = 3000$ m, 28% of the CaCO$_3$ flux leaving the euphotic zone is redissolved in the deepest grid cells which is another explanation for ALK excesses in the deep Pacific (Fig. 9b). Thus, a more realistic description of the ocean carbonate cycle should account for the effects of CaCO$_3$ preservation in sediments.

4.2.2. Simplified treatment of the carbonate cycle.

Our model assumes that all the organic matter and CaCO$_3$ particles are recycled in the water column. Although the first assumption is reasonable from oceanic budgets of organic C (Smith and Hollibaugh, 1993), the second is inconsistent with oceanic budgets of CaCO$_3$ which indicate that a significant fraction of the CaCO$_3$ precipitated in the deep sea is preserved in sediments (Milliman, 1993). Therefore, the assumption that no CaCO$_3$ is buried in deep sea sediments puts limitations to our model. A first limitation is that this model cannot address changes in the depth of the sedimentary lysocline documented for the late Pleistocene (Farrell and Prell, 1989). These changes occurred on a time scale of few thousand years (Broecker and Peng, 1987) and should have affected the concentration of atmospheric CO$_2$ (Broecker and Peng, 1987; Archer and Maier-Reimer, 1994). Another limitation concerns the redissolution of all the CaCO$_3$ reaching the ocean floor in the deepest grid cells. This creates an artificial source of alkalinity for the bottom waters in our model. For instance, with $L_{dis} = 3000$ m, 28% of the CaCO$_3$ flux leaving the euphotic zone is redissolved in the deepest grid cells which is another explanation for ALK excesses in the deep Pacific (Fig. 9b). Thus, a more realistic description of the ocean carbonate cycle should account for the effects of CaCO$_3$ preservation in sediments.

4.3. A modification for paleoclimate studies

The ultimate goal with the model presented here is to investigate changes in the ocean carbon cycle and atmospheric pCO$_2$ due to changing ocean circulation. We therefore require a prognostic description in which new production depends on the surface concentration of a biolimiting nutrient (Siegenthaler and Wenz, 1984). Whether phosphate or nitrate plays this role is not important for our purpose provided that both nutrients are equally affected by circulation changes and related stoichiometrically in the deep sea (Tyrrell and Law, 1997).

The half-saturation constants for PO$_4$ uptake ($K_{PO4}$) by natural phytoplankton assemblages reported by Nalewajko and Lean (1980) have a range of approximately one order of magnitude with a central value of about 0.4 mmol m$^{-3}$. The observed annual zonal averages of PO$_4$ in the euphotic zone, on the other hand, range from $\sim$0.1 to 2 mmol m$^{-3}$ (Fig. 2). Thus, if saturation kinetics with a $K_{PO4}$ representative of natural phytoplankton reasonably describe the dependence of new production on ambient PO$_4$, the response of new production to a PO$_4$ change should be quite different in nutrient-depleted waters (e.g., in subtropical gyres) and nutrient-rich waters (e.g., at polar latitudes). In order to account for this, new production in the prognostic description $(\frac{J_{org,p}}{PO4})$ is related to PO$_4$ using the Michaelis-Menten equation for uptake kinetics. The rate of CaCO$_3$ formation $(\frac{J_{org,p}}{PO4})$ is inferred from the rate of new production via $r_p$ as in eq. (3). Thus,

$$J_{org,p} = \frac{r_p J_{org}}{K_{PO4} + PO4},$$  \hspace{1cm} (41)$$

$$J_{car,p} = \frac{r_p J_{org}}{K_{DCIC}},$$  \hspace{1cm} (42)$$

where $r_p$ and $r_p$ are the same atomic ratios as above, and $J_{org}$ is a “potential” new production (expressed in P units). $J_{org}$ is defined as the production that would be achieved in a given oceanographic regime with unlimited supply of nutrients. Ideally, $J_{org,p}$ for the modern oceans should be such that the simulated meridional distributions of PO$_4$ in the euphotic layer remain close to the observations as in the diagnostic description of the biological activity (Fig. 2). From (41), this condition is satisfied if we choose:

$$J_{org,p} = \frac{J_{org} K_{PO4} + PO4}{PO4},$$  \hspace{1cm} (43)$$

i.e., the potential new production in the prognostic description could be derived from the steady state $J_{org}$ diagnosed from restoring PO$_4$ to observed...
PO₄. If \( J_{\text{org}}^{\text{pot}} \) values adopted in paleoclimatic simulations are constrained in this way, it is therefore assumed that the “potential new productions” were the same in the past as today.

5. Conclusions

We have embedded a simple description of the cycles of organic carbon and CaCO₃ into the zonally averaged, global ocean circulation model of Wright and Stocker (1992). This is the natural extension of previous studies that have used this model in order to get insight into the cycle of inorganic tracers in the oceans (Lehman et al., 1993; Stocker et al., 1994; Lynch-Stieglitz et al., 1995; Stocker and Wright, 1996). Here, the processes of photosynthesis and respiration and CaCO₃ production and dissolution are included. This has been based largely on previous efforts to simulate these processes in the world oceans (Najjar et al., 1992; Maier-Reimer, 1993; Yamanaka and Tajika, 1996). Yet, our model is unique in its “two-and-half” dimensional representation of the marine domain and constitutes a dynamical circulation-biogeochemical model intermediate between highly parameterized box models and expensive 3-d models. From systematic sensitivity experiments, an optimal set of values has been selected for the weakly constrained biogeochemical parameters (Table 2). Despite its inevitable simplicity, the “2.5-d” model is able to capture the large-scale distribution of PO₄, AOU, DIC, ALK and \( \delta^{13} \text{C}_{\text{DIC}} \) in the modern oceans. As in 3-d models, inclusion of dissolved organic matter reduces nutrient trapping simulated below the highly productive equatorial regions. In our zonally averaged model, this is due to the export of DOC, from these regions by wind-driven divergence and to the subsequent DOC pumping at depth in subtropical areas. Admittedly, the calibration of our model is primarily hinged on modern observations and no guarantee can be given whether it is also appropriate during entirely different climate periods. One has to cope with this difficulty, however, with any other model. Major discrepancies with tracer data have been identified and tentatively explained in order to highlight the possible improvements that could be introduced, if needed. In its present form, however, the model can serve as a highly efficient tool to test hypotheses regarding the variability of paleoclimate proxies recorded in deep sea sediments and polar ices (Marchal et al., 1998).
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