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ABSTRACT

A numerical model based on the shallow-water equations is developed to represent the flow of Antarctic Bottom Water (AABW) in the Brazil Basin (southwest Atlantic Ocean). The aim is twofold. First, an attempt is made to identify in a model that includes both simplified dynamics and realistic bathymetry (at 1/6° resolution) the impacts of the elevated diapycnal mixing rates near the Mid-Atlantic Ridge (MAR) documented by dissipation data of the Deep Basin Experiment (DBE). To this end, different assumptions regarding the distribution of the velocity across the AABW layer interface ($w$) are considered. Second, the extent to which the shallow-water model can replicate observations relative to AABW circulation in the basin, in particular the trajectory and velocity of neutrally buoyant floats released in the AABW during the DBE, is examined. The model flows are characterized by small Rossby numbers, except in the northward-flowing western boundary current where kinetic energy is largely concentrated. To interpret the flows, model streamlines are compared with isopleths of linear potential vorticity $f/h_0$ of the shallow-water theory ($f$ is the planetary vorticity and $h_0$ is the layer thickness in the absence of motion). The $f/h_0$ contours are oriented northwest–southeast in the western part of the basin and southwest–northeast in the eastern part, reflecting the bowl-shaped topography of the Southern Hemisphere basin. With a spatially uniform (positive) $w$, the ubiquitous vortex stretching produces a flow to the southeast, consistent with the Stommel–Arons theory. This flow occurs in most of the basin interior, even in the east where $f/h_0$ contours converge to the northeastern end of the basin. With strongly positive $w$ near the ridge and zero or slightly negative $w$ elsewhere, the flow follows more closely $f/h_0$ contours in the western interior and intersects them near the ridge. The confinement of the diapycnal mass flux near the MAR drastically reduces the southward flow in the interior or even reverses its direction, leading to a circulation quite distinct from that of the Stommel–Arons theory. The model results compare favorably to some (but not all) hydrographic estimates of AABW circulation patterns and rates. On the other hand, the model streamlines and velocities show important differences with, respectively, the trajectory and the velocity of the floats launched in the AABW layer. The prescription of vanishing $w$ in the interior does not systematically improve the fit of the model streamlines to the float trajectories, and the model velocities simulated with spatially uniform $w$ or spatially variable $w$ are on average smaller by one order of magnitude than the float velocities. A variety of mechanisms, which are not included in the numerical experiments, may explain the differences between the model results and the float data.

1. Introduction

The abyssal circulation refers to the water motions below the base of the main thermocline (at a depth of ~1 km). Whereas it volumetrically dominates the ocean general circulation, our theoretical understanding of the mean circulation in the abyss remains incomplete (Pedlosky 1996). Stommel and Arons (1960) developed a theoretical picture of the abyssal circulation that still dominates modern ideas about the mean flow in the subthermocline region. They assumed geostrophy to study the dynamics of a layer of incompressible and homogeneous fluid on a flat-bottom sphere rotating with the earth’s angular velocity and including meridional solid boundaries. A distributed velocity across the layer interface (hereinafter $w$), which is not specified by the theory and balances localized deep water sources, forces the motion in the layer. Assuming a spatially uniform (positive) value for $w$, two major predictions of the Stommel–Arons theory are (i) a poleward and eastward flow in the interior produced by vortex stretching, and (ii) the existence of a deep western boundary current...
(DWBC). The support for the theory seems to come mostly from the observation of DWBCs (for early studies see, e.g., Wüst 1935; Swallow and Worthington 1957), even though only the existence, not the dynamical nature, of the current is determined by the theory. Early attempts to directly measure the mean circulation in the abyssal interior, which is the object of the theory, were spoiled by the presence of an unexpectedly large mesoscale eddy activity (Crease 1962; Swallow 1971).

Direct measurement of the mean circulation in an abyssal basin was more recently reattempted in the framework of the Deep Basin Experiment (DBE; Hogg et al. 1996), a component of the World Ocean Circulation Experiment. A total number of 168 neutrally buoyant floats with intended duration of 60–800 days were released at around 2500 and 4000 m in the Brazil Basin, with the expectation that the mean circulation would be revealed through averaging out the eddy motions (Hogg and Owens 1999). A major result of the study was the indication of zonal motions with small meridional scales in the interior, contrasting with previous inference from hydrographic data (e.g., Reid 1989; Demadron and Weatherly 1994) and with prediction by the Stommel–Arons theory.

Hogg and Owens (1999) hypothesized that the zonality observed in some of the float trajectories could be related to the enhanced diapycnal mixing observed near the Mid-Atlantic Ridge (MAR). Large insight into the distribution of diapycnal mixing in the abyssal Brazil Basin was provided by microstructure and tracer dispersion data obtained as part of the DBE (e.g., Polzin et al. 1997; Ledwell et al. 2000; St. Laurent et al. 2001). Microstructure velocity data were used to estimate rates of dissipation of turbulent kinetic energy (TKE). These estimates were then combined with buoyancy frequency data to infer diapycnal eddy diffusivities for mass ($k_m$) on the basis of a simplified model of turbulence (Osborn 1980). The estimated diffusivity levels are weak at all depths above smooth abyssal plains and the South American Continental Rise, amounting to less than or equal to $10^{-3}$ cm$^2$ s$^{-1}$; in contrast, the levels are large throughout the water column above the rough MAR, with values for the bottommost 150 m exceeding $5 \times 10^{-4}$ cm$^2$ s$^{-1}$ (Polzin et al. 1997). Data of tracer dispersion and velocity microstructure imply diffusivities of $2-4 \times 10^{-4}$ cm$^2$ s$^{-1}$ at 500 m above abyssal hills on the western flank of the MAR and about $10 \times 10^{-4}$ cm$^2$ s$^{-1}$ nearer the bottom (Ledwell et al. 2000). The horizontal variations in diapycnal mixing in the abyssal Brazil Basin appear therefore linked to the roughness of the bathymetry. Within the area of elevated roughness, maximum TKE levels occur on average over a sloping bottom; smaller levels were found above crests and canyons (St. Laurent et al. 2001).

The horizontal variations in diapycnal mixing should have important consequences for the circulation of the Antarctic Bottom Water (AABW) in the Brazil Basin. The AABW is the only water below ~3700 m in the basin (e.g., Demadron and Weatherly 1994; Morris et al. 2001). It enters the basin through the Vema Channel (Hogg et al. 1999) and the Hunter Channel (Zenk et al. 1999), and exits the basin through the Romancée–Chain Fracture Zones (FZs; Mercier and Speer 1998) and a zonal passage situated at ~36°W at the equator (Hall et al. 1997; Fig. 1). Volume fluxes of AABW through these constrictions estimated by direct current measurement and geostrophic indication estimate that a flux of ~3.7 Sv ($1$ Sv $= 10^6$ m$^3$ s$^{-1}$) must upwell across the upper surface of the AABW in order to balance the net inflow of the water into the basin (Table 1). Morris et al. (2001) estimated the average $k_m$ across neutral density surfaces within the AABW, based on AABW inflows and outflows at the basin rims in different potential temperature classes and on an empirical relationship between bathymetric roughness and TKE dissipation deduced from dissipation data (St. Laurent et al. 2001). The average $k_m$ was estimated to $1-5 \times 10^{-4}$ cm$^2$ s$^{-1}$, consistent with previous values of $3-4 \times 10^{-4}$ cm$^2$ s$^{-1}$ obtained from a less extensive dataset (Hogg et al. 1982). The available microstructure data suggest that these levels do not occur uniformly but are confined in the vicinity of the MAR (Polzin et al. 1997; Ledwell et al. 2000; St. Laurent et al. 2001). Closure of the AABW mass budget would thus be largely achieved through mixing in only a subregion of the basin, contrasting with the perception of quasi-uniform upwelling in the subthermocline region. Note that enhanced diapycnal mixing over the midocean ridge may occur in other basins. Mauritzen et al. (2002) inferred, from anomalies in the salinity, oxygen, and nutrient fields, that diapycnal mixing is enhanced over the western flank of the ridge in the North Atlantic.

In this paper we develop a shallow-water model of the circulation of AABW in the Brazil Basin. Shallow-water models have become a common tool to enhance understanding of the abyssal circulations (e.g., Kawase and Straub 1991; Hallberg and Rhines 1996; Edwards and Pedlosky 1998; Yang and Price 2000). They also constitute the building block of isopycnic models of the ocean general circulation, in which the ocean is viewed as a stack of layers, each of which has a constant density and is governed by equations resembling the shallow-water equations. Our aim is twofold. First, we attempt to explore in the shallow-water dynamical framework the impacts of the horizontal variations in diapycnal mixing documented by dissipation data. In particular, we examine the dynamically important hypothesis that enhanced diapycnal mixing near the MAR could contribute to the zonal character of the trajectory of some of the floats launched in the AABW during the DBE (Hogg and Owens 1999). Second, we attempt to assess the extent to which the shallow-water model can capture observations relative to the abyssal circulation in a particular basin that has been relatively well studied. Previous works used the shallow-water model to simulate bottom water circulation in basins with realistic topog-
Fig. 1. Some major bathymetric features of the Brazil Basin and model domain. The bathymetric data come from satellite altimetry and ship depth soundings (Smith and Sandwell 1997). The raw data, available at 2' × 2' resolution, have been arithmetically averaged in grid cells of 10' × 10' to produce the figure. The model domain comprises grid cells in the Brazil Basin with a depth $z > 3700$ m.

Table 1. Lateral boundary conditions of the model.

<table>
<thead>
<tr>
<th>Region</th>
<th>Lon</th>
<th>Lat</th>
<th>Flux* (Sv)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vema Channel</td>
<td>39°00′–37°10′W</td>
<td>29°00′S</td>
<td>4.0</td>
<td>Hogg et al. (1999)</td>
</tr>
<tr>
<td>Hunter Channel</td>
<td>28°00′–27°10′W</td>
<td>35°00′S</td>
<td>2.9</td>
<td>Zenk et al. (1999)</td>
</tr>
<tr>
<td>Equatorial Channel</td>
<td>36°00′W</td>
<td>1°40′S–0′00′</td>
<td>−2.0</td>
<td>Hall et al. (1997)</td>
</tr>
<tr>
<td>Romanche FZ</td>
<td>19°00′–18°00′W</td>
<td>0°00′</td>
<td>−0.6</td>
<td>Mercier and Speer (1998)</td>
</tr>
<tr>
<td>Chain FZ</td>
<td>15°00′–14°00′W</td>
<td>1°10′S</td>
<td>−0.6</td>
<td>Mercier and Speer (1998)</td>
</tr>
</tbody>
</table>

* Positive values denote net inflow of AABW into the Brazil Basin.
basin. St. Laurent et al. (2001) combined hydrographic and TKE dissipation data with an inverse model using both beta-spiral and the integrated forms of the advective budgets of heat and mass to constrain the circulation in this region. Huang and Jin (2002) used a z-coordinate primitive equation (PE) model of the south Atlantic Ocean to study the effects of bottom-intensified mixing over the MAR. All of these studies concluded that the presence of localized diapycnal mixing may have a profound influence on the abyssal circulation. The present work differs from these previous studies by (i) focusing specifically on the circulation of AABW in the whole basin using a model with relatively high spatial resolution, and (ii) comparing quantitatively model results with observational estimates of the abyssal circulation, in particular with estimates based on float data.

The paper is organized as follows. Section 2 describes the numerical model—that is, the shallow-water equations, the method of solution, and the model parameters. Steady-state solutions corresponding to spatially uniform and spatially variable $w$, which parameterizes buoyancy forcing due to unresolved diabatic mixing processes, are compared in section 3. A dynamical interpretation of the numerical results is given. In section 4 the results of the shallow-water model are compared with estimates of the circulation of AABW in the Brazil Basin inferred from observations and from previous models. Our results, in particular the comparison between the model and float data, are discussed in section 5. Conclusions follow in section 6.

2. Numerical model

a. Shallow-water equations

We consider the dynamics of a layer of incompressible and homogeneous fluid described in a frame rotating with the earth angular velocity (Fig. 2). The layer in our case is identified as the AABW resting on the bottom of the Brazil Basin. The effects of the internal stratification within the bottom layer and of the circulation in the upper layer are excluded. The equations of motion for the layer are the shallow-water equations:

$$\frac{\partial \mathbf{u}}{\partial t} + q \mathbf{k} \times \mathbf{u} h = - \nabla (\Phi + K) + \mathbf{F} \quad \text{and} \quad (1)$$

$$\frac{\partial h}{\partial t} + \nabla \cdot (\mathbf{u} h) = -w, \quad (2)$$

where $t$ is time, $\mathbf{u}$ is the (horizontal) velocity vector, $\mathbf{k}$ is a vertical unit vector. The layer, with local thickness $h$, receives a net volume flux $Q_i - Q_j$ that is balanced by a velocity $w$ at its upper surface. The layer is subjected to an effective gravity $g'$. The paper is organized as follows. Section 2 describes the numerical model—that is, the shallow-water equations, the method of solution, and the model parameters. Steady-state solutions corresponding to spatially uniform and spatially variable $w$, which parameterizes buoyancy forcing due to unresolved diabatic mixing processes, are compared in section 3. A dynamical interpretation of the numerical results is given. In section 4 the results of the shallow-water model are compared with estimates of the circulation of AABW in the Brazil Basin inferred from observations and from previous models. Our results, in particular the comparison between the model and float data, are discussed in section 5. Conclusions follow in section 6.
Fig. 3. Grid used for the potential enstrophy and energy-conserving scheme. Here $R$, $\varphi$, and $\theta$ denote the earth radius, longitude, and latitude, respectively. To illustrate the determination of model streamlines we consider a hypothetical water particle located on the meridional boundary of the cell ($u_{i,1/2}$, $v_{i,1/2}$, $u_{i+1/2}$, $v_{i+1/2}$) (open circle). If $u_{i,1/2} > 0$ the particle follows one of three possible trajectories, corresponding to a displacement to the northern boundary (in time $t_a$), eastern boundary ($t_b$), or southern boundary ($t_c$). In case of local mass convergence—that is, $u_{i,1/2} > 0$, $v_{i,1/2} < 0$, $u_{i+1/2} < 0$, and $v_{i+1/2} > 0$—the particle “disappears” in the cell.

The model domain comprises the area within the 3700-m isobath in the Brazil Basin (shaded area in Fig. 1). This value is approximately equal to the mean depth of the 2.0°C potential temperature isotherm in the basin, which we take as the boundary between AABW and the overlying North Atlantic Deep Water (e.g., Speer and Zenk 1993) and which we estimate from two different meridional sections (Fig. 3 of Demadron and Weatherly 1994; Fig. 4 of Morris et al. 2001). The model bathymetry comes from a compilation of satellite altimetry and ship sounding data. (Smith and Sandwell 1997). The bathymetric data at 2′ × 2′ resolution have been arithmetically averaged in model grid cells of 10′ × 10′. Note that the algorithm to convert gravimetric to bathymetry has a fundamental resolution limit of $\pi$ times the mean ocean depth, that is, about 12 km (Sandwell et al. 2003). This is less than but comparable to the model grid size of ~19 km in longitude.

The numerical implementation of the boundary conditions is as follows. The grid is arranged so that the meridional and zonal boundaries of the basin and of the “islands” within the domain carry the $u$ and $v$ grid points, respectively. Open boundaries occur at the five bathymetric constrictions through which AABW flows have been observed (Fig. 1 and Table 1). The velocity component normal to the open boundary $u_0$ is obtained by dividing an observational estimate of AABW volume flux through the boundary (Table 1) by the corresponding sectional area. This area is calculated from (i) the longitudinal or latitudinal range of the boundary (Table 1) and (ii) a layer thickness value constrained from local bathymetry and the assumption that the top of AABW is at 3700 m. Thus the $u_0$ values are time-invariant. The discretization of the term $qk \times \mathbf{u}$ in the momentum equation requires the specification of PV values at the (open and closed) boundaries (Arakawa and Lamb 1981). To permit a gradient of relative vorticity near the boundaries, $\zeta$ at the meridional and zonal boundary is calculated from a linear extrapolation of the nearest $\nu$ and $u$ value within the domain, respectively, using the no-slip condition $\mathbf{u} \cdot \mathbf{t} = 0$ at the boundary.

We note that our treatment of closed boundaries does not allow the free surface to occupy new grid cells or to retire along a sloping bottom (“vertical walls” are assumed). Different approaches are available to represent numerically the contact of free surfaces with sloping boundaries in isopycnic models (for a short review see, e.g., Hsu and Arakawa 1990; Sielicki and Wurtele 1970). Although the implementation of some of these approaches has been an important part of the development of the model, the idealized boundary conditions in Eq. (4) are adopted in the present study. To avoid numerical instabilities arising from the simulation of very thin layers, we remove from the computational domain any grid cell for which $h$ drops below a critical value and then apply the conditions in Eq. (4) along the boundaries of the cell. In the experiments reported in this study we use a critical value of 1 m, which results in the removal of a small fraction of the initial number of “wet” cells (1%–3%).

c. Parameter values

The model includes four parameters: the reduced gravity $g'$, the eddy viscosities $A_e$ and $A_r$, and the cross-interface velocity $w$ (Table 2). A reduced gravity $g' = 1.7 \times 10^{-3} \text{ m s}^{-2}$ is assumed. This value is consistent with the mean buoyancy frequency profile along 25°W in the abyssal Brazil Basin reported by Thurnherr and Speer (2003, their Fig. 9) and is identical to the value
used by Stephens and Marshall (2000) to simulate AABW circulation in the whole Atlantic. Unless stated otherwise the values used for \( A_e \) and \( A_w \) are \( 10^{-2} \) m \(^2\) s\(^{-1}\) and \( 10^{3} \) m \(^2\) s\(^{-1}\), respectively. The first value corresponds to an Ekman layer thickness \( \delta_{E} = (2A_e f)^{1/2} = 21 \) m at a latitude of 17.5° (the mid-latitude of our basin). The second value corresponds to a Munk layer thickness \( \delta_{M} = (A_w f)^{1/2} = 36 \) km at the same latitude (\( f \) is the planetary vorticity gradient). The sensitivity of model results to the values assumed for \( A_e \) and \( A_w \) will be explored.

Different spatial distributions of the cross-interface velocity \( w \) (representing buoyancy forcing) will be considered, which constitutes the focus of the study.

### Table 2. Reference value of the model parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduced gravity</td>
<td>( g' )</td>
<td>( 1.7 \times 10^{-3} )</td>
<td>m s(^{-2})</td>
</tr>
<tr>
<td>Vertical eddy viscosity</td>
<td>( A_e )</td>
<td>( 10^{-2} )</td>
<td>m(^2) s(^{-1})</td>
</tr>
<tr>
<td>Horizontal eddy viscosity</td>
<td>( A_a )</td>
<td>( 10^{3} )</td>
<td>m(^2) s(^{-1})</td>
</tr>
<tr>
<td>Cross-interface velocity</td>
<td>( w )</td>
<td>( 4.8 \times 10^{-7} )</td>
<td>m s(^{-1})</td>
</tr>
</tbody>
</table>

#### 3. Model results

##### a. Distribution of \( f/h_0 \)

The divergent nature of the flow field at steady state, \( \mathbf{v} \cdot (\mathbf{u} h) = -w \), precludes using a streamfunction as simply defined as \( \mathbf{u} = \mathbf{k} \times \nabla \psi \) to describe the model flows. To describe these flows we use streamlines. Streamlines are calculated analytically from the model velocity fields using the approach of Döös (1995; our appendix). They will be compared with \( f/h_0 \) isopleths in order to interpret the numerical results. Combining Eqs. (1)–(2) gives the equation of potential vorticity for the layer.

\[
h u \cdot \nabla q = w q + k \cdot (\nabla \times F).
\]  

(7)

The advective transport of potential vorticity is balanced by the flux of PV at the top of the layer owing to upwelling and by the dissipation of PV owing to frictional torque. For a flow with small Rossby number, 

\[
h u \cdot \nabla \frac{f}{h_0} = \frac{w f}{h_0} + k \cdot (\nabla \times F).
\]

(8)

This equation states the well-known result that a barotropic flow that is strictly in geostrophic balance (\( w = 0 \) and \( F = 0 \)) will be in line with \( f/h_0 \) isopleths. Comparing the streamlines and \( f/h_0 \) isopleths therefore gives information about the net effect of the diapycnal flux and dissipation of PV.

The \( f/h_0 \) contours are oriented northwest–southeast in the western part of the basin and southwest–northeast in the eastern part, reflecting the bowl-shaped topography of the basin and its location in the Southern Hemisphere (black lines in Fig. 4). The contours in the eastern part show small-scale structures associated with increased topographic roughness near the MAR. Small topographic scales, however, are often irrelevant even for barotropic flows (Bretz and Haidvogel 1976). At these scales \( f/h_0 \) isopleths may thus depart substantially from the streamlines of a barotropic flow that is precisely geostrophic. Note that our linear potential vorticity differs from the potential vorticity \((f/\sigma)\partial \sigma/\partial z\) calculated by O’Dwyer and Williams (1997), by omitting stratification and by including explicitly the contribution of bottom topographic gradients. This precludes a consistent comparison between our PV distribution and theirs for the Brazil Basin.

##### b. Experiments with uniform \( w \)

We first consider a reference experiment with a spatially uniform \( w \) and the value for the other model parameters listed in Table 2. The wording “reference” does not mean that this is the most realistic simulation but that the simulation functions as a pivot for sensitivity experiments. The spatially uniform \( w \) balancing the net inflow of 3.7 Sv at the rims of the basin (Table 1) amounts to \( 4.8 \times 10^{-7} \) m s\(^{-1}\). This value is consistent with the estimated average upwelling rates of \((4–11) \times 10^{-7} \) m s\(^{-1}\) for neutral density surfaces within the AABW (Morris et al. 2001, their Table 3b). This is expected because these authors and we rely on AABW volume fluxes from the same observational studies.

The model velocity field shows that kinetic energy is mostly confined to a northward-flowing western boundary current (Fig. 5). The maximum velocity amplitudes in the current are \( O(10^{-1}) \) m s\(^{-1}\) (Fig. 5), that is, much larger than the amplitudes in the interior, which are \( O(10^{-3} – 10^{-2}) \) m s\(^{-1}\) (Fig. 6). The velocity field in the interior is complex (Fig. 6). It is dominated by (i) a recirculation just east of the western boundary current and (ii) the outflows at the model Romanche–Chain FZs.

To elucidate the circulation structure in the interior, we consider several streamlines distributed throughout the basin (Figs. 5, 6). In the western part of the basin and east of the western boundary current, the flow roughly is from the northwest to the southeast. In the eastern part, streamlines either converge to the model Romanche–Chain FZs, where net outflows are prescribed, or have the same orientation as in the west. In this latter case the streamlines end at the model ridge.

To help in interpreting the model circulation we first compare the distribution of the potential vorticities \( q \) and \( f/h_0 \) (blue and black lines, respectively, in Fig. 4). The two distributions are very similar except in the western boundary current. This indicates that the simulated flow has small Rossby numbers, except in the western boundary current where the advective nonlinearity is important. Hence, departures between streamlines and \( f/h_0 \) contours can generally be interpreted in terms of the net effect of diapycnal flux and dissipation of PV [Eq. (8)]. Second, we consider three streamlines whose initial location is close to selected \( f/h_0 \) contours at 30°W in the western part of the basin (blue lines in
Fig. 4. Isopleths of the potential vorticities $f/h_0$ (black) and $q$ (blue) for the AABW layer in the Brazil Basin. The $f/h_0$ values have been calculated assuming that the top of the layer is at a depth of 3700 m. The $q$ values are for the reference experiment.

Fig. 7). All streamlines deviate southward from their corresponding $f/h_0$ isopleth and intersect many $f/h_0$ contours in the eastern part of the basin. This indicates that the interior flow in the model is strongly affected by the diapycnal flux and dissipation of PV.

To assess the relative importance of dissipation in the model, we consider an experiment with the same parameter values as the reference experiment except that the vertical and horizontal viscosities are reduced by a factor of 2, that is, $A_v = 0.5 \times 10^{-2}$ m$^2$ s$^{-1}$ and $A_h = 0.5 \times 10^3$ m$^2$ s$^{-1}$. These values correspond to boundary layer thicknesses $\delta_v = 15$ m and $\delta_h = 28$ km, respectively, at the midlatitude of the basin. The streamlines in the interior (red lines in Fig. 7) are very close to those of the reference experiment. We thus conclude that the diapycnal flux, not the dissipation, is the dominant term that balances the transport of PV in the interior [Eq. (8)]. The dynamical nature of the flow in the interior is essentially the same as in the Stommel–Arons theory, except for the northern part of the basin where the circulation is affected by the outflows at the Romanche–Chain FZs (Fig. 6).

c. Experiments with variable $w$

We now consider sensitivity experiments with a spatially variable $w$. Although the distribution of the velocity across the AABW “interface” in the Brazil Basin is largely unknown, the turbulent dissipation data obtained as part of the DBE did provide valuable insight. Consider the following balance in the density equation (e.g., St. Laurent et al. 2001):

$$w_0 N^2 = -\frac{\partial J_r}{\partial z},$$

where $w_0$ is the diapycnal velocity, $N$ is the buoyancy frequency, $J_r$ is the turbulent flux of buoyancy, and $z$ is the vertical coordinate. The diapycnal advection is the vertical component of flow through isopycnals, associated with a convergence of the buoyancy flux $J_r$ (St. Laurent et al. 2001). The balance in Eq. (9) assumes steady state and neglects lateral fluxes of buoyancy, as well as cabling and thermobaricity (McDougall 1987). Using the eddy closure $J_r = -k_r N^2$ and the TKE model $k_r = \Gamma \epsilon / N^2$ (Osborn 1980), where $\Gamma$ is the mixing effi-
ciency and $\epsilon$ is the rate of TKE dissipation, one obtains

$$w_u N^2 = \frac{\partial}{\partial z} (k_e N^2) = \frac{\partial}{\partial z} (\Gamma \epsilon). \quad (10)$$

Assuming a uniform $\Gamma$ value, as was done to estimate $k_e$ from $\epsilon$ and $N$ data (e.g., Polzin et al. 1997), the sign of $w_u$ would be dictated only by the vertical gradient of turbulent dissipation. Mean $\epsilon$ profiles over the MAR in the Brazil Basin show a systematic increase with depth (e.g., St. Laurent et al. 2001), which would imply negative $w_u$. In contrast, $\epsilon$ profiles farther west off the MAR do not on average show systematic changes with depth (St. Laurent et al. 2001; their Fig. 2), which would imply much smaller $w_u$ in absolute magnitude.

The negative $w_u$ implied by $\epsilon$ data raises the question of the location of AABW upwelling required by the net AABW inflow at the basin boundaries (e.g., Polzin et al. 1997). These authors hypothesized that waters is fluxed strongly upward across density surfaces within the many canyons on the western flank of the MAR [Thurnherr and Speer (2003) estimated that the total length of connected “zonal” valley segments longer than 40 km below 1500 m and between 30°S and 2°N associated with the ridge amounts to 47 000 km in the Brazil Basin]. On a broad scale, the fractured MAR would act as a “permeable sloping boundary,” with the densest waters of the basin entering at the western end of the canyons and exiting at the eastern end of the canyons (Polzin et al. 1997). Thus, the western flank of the MAR would actually be a site of AABW upwelling. St. Laurent et al. (2001) used an inverse model based on hydrographic and $\epsilon$ data to constrain the circulation near ~21°–22°S on the western flank of the MAR. The inversion points to positive $w_u$ on deep neutral density surfaces below the canyon crests and to negative $w_u$ on shallower surfaces above the canyon crests west of the upwelling region. It revealed a zonal overturning circulation, which essentially supports the circulation hypothesized by Polzin et al. (1997). Morris et al. (2001) used the results of St. Laurent et al. (2001) to assume relatively large $k_e$ near the axis of the MAR and smaller $k_e$ west of the ridge in their analysis of the AABW mass budget in the Brazil Basin. Huang and Jin (2002) mentioned that bottom-intensified mixing in their PE model induces upwelling over the western slope of the MAR and downwelling over the lower part of the ridge and
that this pattern is consistent with the results of St. Laurent et al. (2001).

We force the model with a highly idealized distribution of the cross-interface velocity $w(r)$. The distribution assumes a constant value of the velocity west ($w_w$) and east ($w_e$) of a critical longitude $\phi_c$ ($\phi$ being the latitude):

\[ w(\phi, \theta) = w_w \quad \text{if} \quad \phi \leq \phi_c(\theta) \quad \text{and} \quad (11) \]
\[ w(\phi, \theta) = w_e \quad \text{if} \quad \phi > \phi_c(\theta), \quad (12) \]

where $|w_w| \ll w_e$ and $w_e > 0$. Given the model resolution we do not attempt to account for the possible variability of $w(r)$ at spatial scales associated with the canyon-crest system in the western flank of the MAR, which has an estimated meridional wavelength of $\sim 30-60$ km (St. Laurent et al. 2001; Thurnherr and Speer 2003). However, the distribution defined by Eqs. (11)–(12) does capture essential features of the vertical circulation described by Polzin et al. (1997) and St. Laurent et al. (2001). That is, strong upwelling would occur near the MAR and small upwelling or downwelling would take place in the western interior far from the ridge. In practice, the field $w(\phi, \theta)$ is calculated by specifying the ratio $\lambda = w_w/w_e$ ($0 \leq |\lambda| \ll 1$) and using the integral constraint in Eq. (6). Therefore, each distribution $w(r)$ is dictated by two externally prescribed quantities: $\phi_c(\theta)$ and $\lambda$. The first quantity determines the width of the region near the MAR where the net volume flux at the top of the AABW layer (3.7 Sv) takes place. The second governs the partitioning of this flux between this region and the western region.

We consider a first experiment with spatially variable $w$, using $\Delta \phi_w = 4^\circ$ and $\lambda = 0$; that is, upwelling is confined to a region within $4^\circ$ of the MAR and $w$ vanishes elsewhere. The assumption that the upwelling region has a width of $4^\circ$ on the western flank of the MAR is consistent with inverse model results (St. Laurent et al. 2001). The resulting flow in the region of the western boundary current differs little from the reference experiment (not shown). To elucidate the effects of a spatially variable $w(r)$ on the interior circulation, streamlines whose initial location approximately coincides with selected $f/h_0$ isopleths in the western part of the basin are again examined (red lines in Fig. 8). They differ strongly from the streamlines of the reference experiment. In the interior far from the ridge, the stream-
Fig. 7. Isopleths of potential vorticities $\frac{f}{h_0}$ (black) and simulated streamlines (blue and red). The simulated streamlines are for the reference experiment (blue) and another experiment similar to the reference experiment but with $A_y = 0.5 \times 10^{-2} \text{ m}^2 \text{s}^{-1}$ and $A_h = 0.5 \times 10^3 \text{ m}^2 \text{s}^{-1}$ (red). The initial location of each streamline (dots) is close to a $\frac{f}{h_0}$ contour.

lines tend to follow $\frac{f}{h_0}$ contours much more closely. Near the ridge they do intersect these contours, but the same is true for the streamlines of the reference experiment, as will be discussed in section 3d. The net result is that the southward component of the motion is on average reduced strongly by the confinement of the diapycnal mass flux near the ridge.

We examine a second experiment with $\Delta \varphi_y = 4^\circ$ as in the preceding experiment but with $\lambda = -0.1$; that is, small downwelling occurs west of the critical longitude $\varphi_y(\vartheta)$ (green lines in Fig. 8). This choice of $w(r)$ corresponds to a naive and qualitative extrapolation to the whole basin of inverse model results obtained for a region in the southeastern part of the basin (St. Laurent et al. 2001). In contrast to the previous experiment, some streamlines run north of their respective $\frac{f}{h_0}$ contours in the western interior. Additional experiments with $\Delta \varphi_y = 2^\circ$ or $6^\circ$ indicate that the circulation responses to spatially variable $w(r)$ are insensitive to the width of the upwelling area (not shown).

d. Interpretation of numerical results

A simple interpretation of the model results is given, based on qualitative predictions from the linear PV balance (8) and idealized $\frac{f}{h_0}$ contours for the Brazil Basin (Fig. 9). The effect of frictional torque is neglected, and the western boundary region and the region influenced by the outflows at the Romanche–Chain FZs are excluded. The topographic and planetary $\beta$ effects lead to a convergence of $\frac{f}{h_0}$ contours to the equator at both the western and eastern boundaries of the basin (if $h_0$ could vanish the contours would converge to a single point at both ends of the equator). The important dynamical consequence is the presence of (i) a positive zonal component of the linear PV gradient in the western part of the basin and (ii) a negative zonal component of the linear PV gradient in the eastern part. A barotropic flow that is purely geostrophic would be oriented northwest–southeast in the western part and southwest–northeast in the eastern part. The topographic and planetary
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Fig. 8. Isopleths of potential vorticities $f h_0$ (thin black lines) and streamlines in three different model experiments. The simulated streamlines are for the reference experiment (blue), a sensitivity experiment with $\Delta \varphi = 4^\circ$ and $\lambda = 0$ (red), and another sensitivity experiment with $\Delta \varphi = 4^\circ$ and $\lambda = -0.1$ (green). The initial location of each streamline (dots) is close to a $f h_0$ contour. The critical longitude $\varphi_c(\theta)$ is also shown (thick black line).

$\beta$ effects will compete with the net upwelling $w$, which tends to deflect the flow from $f h_0$ contours.

In the constant-$w$ case (line A in Fig. 9, and blue lines in Fig. 8), the vortex stretching ($w/f h_0 < 0$) displaces the streamlines to the right of the $f h_0$ contours everywhere. In the variable-$w$ case with $w_w = 0$ (line B in Fig. 9, and red lines in Fig. 8), the streamlines follow the $f h_0$ contours until they get far into the eastern part of the basin. The stronger rightward displacement in the eastern part, with converging $f h_0$ contours, does not compensate for the lack of rightward displacement in the region with diverging contours. The result is that the overall circulation is much more northward. In the variable-$w$ case with $w_w < 0$ (line C in Fig. 9, and green lines in Fig. 8), the vortex compression in the western interior ($w/f h_0 > 0$) causes a leftward displacement and the overall circulation is even more northward.

Another feature of the simulations, which may at first seem surprising, is that the angle between the streamlines and the $f h_0$ contours is much larger in the eastern part of the basin than in the western part, even in the case with uniform upwelling. This means that the ratio between the velocity components parallel and perpendicular to the $f h_0$ contours is smaller in the eastern part. The reason is that these components have rather different origin. The perpendicular component is driven by the local upwelling and does not vary systematically from west to east in the reference case (with constant $w$). The parallel component, on the other hand, is determined essentially by mass conservation, with the perpendicular component regarded as given. Thus, it is sensitive to the overall distribution of sources and sinks. In the present case the sources are in the western part of the basin, and if the sinks are distributed over the whole basin, mass conservation requires that the parallel component decreases from west to east. The same feature is present in the Stommel–Arons theory.

4. Comparison with previous studies

In this section we compare results from the shallow-water model with previous inferences about the circu-
lulation of AABW in the Brazil Basin. These inferences are based on hydrographic data, float trajectory data, and results from previous model studies.

a. Hydrographic data

It is noteworthy that estimates of geostrophic transport may vary between studies owing to a variety of reasons, such as real temporal variability, data quality and availability, bottom triangle approximation, and the choice of the level of no motion. Consider first some qualitative aspects of the circulation. Reid (1989) calculated adjusted steric heights at 4000 and 4500 dbar in the South Atlantic. His Figs. 29 and 30 include three isopleths in the Brazil Basin, which suggest the presence of a northward geostrophic flow throughout most of the basin south of $\sim 15^\circ$S. Our results with spatially uniform $w$ are clearly not consistent with the existence of a northward flow in the interior of the basin (e.g., Fig. 5). Our results with spatially variable $w$ are consistent with the existence of a northward flow in the eastern half of the basin away from the MAR but show a southward recirculation in the western half east of the western boundary current. Speer and Zenk (1993) inferred a southward flow of AABW in the western part of the basin (east of the DWBC) and a northward flow in the eastern part, by considering only the distribution of geostrophic contours. This circulation is different from the one predicted by the shallow-water model with uniform $w$ but is essentially similar to the one predicted with spatially variable $w$. Note that it is the small value of $w$ over most of the basin assumed in the experiment with spatially variable $w$ that makes this experiment agree with the flow scheme of Speer and Zenk (1993) (these authors ignored the effects of upwelling in their flow scheme). Demadron and Weatherly (1994) considered meridional hydrographic sections obtained for the South Atlantic Ventilation Experiment. They inferred the existence of three features: a southward return flow at the eastern edge of the DWBC, a northward flow in the eastern part of the basin (west of $\sim 20^\circ$W), and a cyclonic abyssal gyre in the central part of the basin north of $\sim 11^\circ$S. The first feature is present in all the numerical experiments considered above, whereas the second can be simulated only in experiments with variable $w$. None of our simulations, on the other hand, include a gyre in the northern central part of the basin.

A few quantitative estimates of geostrophic transport of AABW in the Brazil Basin have been published. McCartney and Curry (1993) examined two hydrographic sections near $23^\circ$ and $11^\circ$S running across the entire basin. They estimated a net northward transport of 6.7 Sv at $23^\circ$S and 5.5 Sv at $11^\circ$S for AABW below a level of no motion located along the 1.9$^\circ$C potential temperature isotherm. From sections spanning the whole zonal width of the basin, Speer and Zenk (1993) calculated a net northward transport of $5.0 \pm 1.1$ Sv at $24^\circ$S, $4.5 \pm 0.8$ Sv at $19^\circ$S, and $3.0 \pm 1.4$ Sv at $11^\circ$S, assuming a level of no motion along the $\sigma_t = 45.85$ kg m$^{-3}$ surface. In the shallow-water model, the net northward transport amounts to $5.7 - 5.8$ Sv at $23^\circ$S, $5.3 - 5.5$ Sv at $19^\circ$S, and $4.4 - 4.5$ Sv at $11^\circ$S, where the ranges reflect variations among the four experiments considered above. The zonally integrated transports predicted by the model appear comparable to the few observational estimates.

b. Float trajectories

We now attempt to compare model results directly with information provided by floats that were released at abyssal depths in the Brazil Basin (Hogg and Owens 1999). One important dynamical issue is whether the observed “zonality” in the trajectory of some of the floats released in the interior could be linked to the presence of enhanced diapycnal mixing near the MAR (Hogg and Owens 1999). The comparison is thus focused on the circulation in the interior, where horizontal variations in $w$ were shown to have a substantial impact in the shallow-water model. We consider the floats that satisfy two criteria. First, we retain in the analysis only the floats that were released at $\sim 4000$ m (in AABW) and that lasted at least 1 yr (Hogg and Owens 1999, their Fig. 6d). Second, we omit from the comparison the floats for which there is a clear visual indication of influences by the DWBC. A total of 18 floats satisfy these two criteria (Fig. 10).

We compare the AABW float trajectories with streamlines predicted by the shallow-water model in the experiment with spatially uniform $w$ and in the experiment...
with positive $w$ near the MAR and zero $w$ elsewhere (Fig. 11). Consider first whether the float trajectories and the model streamlines show (dis)similar flow directions. The float trajectories exhibit much more variations at small spatial scales than the model streamlines, which makes this qualitative comparison difficult. Nevertheless, it appears that the streamlines in both model experiments show important differences with float trajectories, although there are exceptions (e.g., 35b). The streamlines simulated with spatially variable $w$ do not seem to compare more favorably to the float trajectories. The notable exception to this is for float 231, for which the prescription of a spatially variable $w$ largely improves the fit of the model streamline to the float trajectory. At this point we do not have an explanation for why the fit is improved for this particular float.

We then compare the float data and the model results quantitatively. On each model streamline the geographic position after the time equal to the deployment period of the corresponding float is identified (pluses in Fig. 11). For each streamline the distance to this position is much smaller than the distance between the initial and final locations of the corresponding float; that is, the velocities predicted by the shallow-water model are much smaller than the float velocities. We compute for each float the average float velocity over its trajectory:

$$\bar{v}_F = \frac{\int_{l_i}^{l_f} u_F \, dl}{l_f - l_i},$$

where $l_i$ and $l_f$ designate, respectively, the initial and final float location and $u_F$ is the float velocity. The average float velocities $\bar{v}_F$ are in the range 1.6–6.2 cm s$^{-1}$ (Table 3 and circles connected by solid line in Fig. 12). The float velocities are compared with the shallow-water model velocities predicted in the four numerical experiments considered above with (i) spatially uniform $w$, (ii) spatially uniform $w$ and reduced eddy viscosities, (iii) $w > 0$ near the MAR and $w = 0$ elsewhere, and (iv) $w > 0$ near the MAR and $w < 0$ elsewhere (Fig. 12). For a
consistent comparison we compute the line integral of the model velocity amplitude along each float trajectory:

$$|\mathbf{u}| = \int_{l_f}^{l_i} |\mathbf{u}| \, dl / \int_{l_f}^{l_i} \, dl.$$  (14)

Note that the product $|\mathbf{u}| \, dl$ is used instead of $\mathbf{u} \cdot \mathbf{d}l$ as the integrand—that is we are interested in comparing the velocity amplitudes, not their projection, along the float trajectories. It appears that the model velocities are systematically lower than the float velocities, the difference reaching on average one order of magnitude (Fig. 12). Note also the large amplitude differences between experiments characterized by different $w_c(r)$. More specifically, the velocity amplitudes near the ridge (e.g., corresponding to the trajectory of floats 208, 222, and 224) are generally higher in experiments with variable $w$ than in experiments with uniform $w$ owing to the elevated vortex stretching near the ridge in the former experiments. Thus, the velocity amplitudes near the ridge simulated with variable $w$ are closer to, but still substantially lower than, the float velocities.

It is also instructive to compare the float velocities with the velocity amplitudes predicted by the Stommel–Arons theory. An analytical expression for the velocity amplitude is derived from the theory

$$|\mathbf{u}_{st}(\varphi, \theta)| = \frac{R}{h_o} w \sqrt{[2 \cos \vartheta (\varphi - \varphi_c)]^2 + \tan^2 \vartheta},$$  (15)

where $R$ is the earth radius and $\varphi_c$ is the longitude of the eastern boundary of the basin. This expression is obtained by assuming a flat bottom, a constant pressure on the eastern boundary, a spatially uniform cross-interface velocity at the top of the layer ($w$), and an eastern boundary at a constant longitude ($\varphi_c$). To calculate $|\mathbf{u}_{st}(\varphi, \theta)|$ we assume $h_o = 1000$ m, $w = 5 \times 10^{-7}$ m s$^{-1}$, and $\varphi_c = 15^\circ$W. Like the line integrals of the model velocity amplitude, the line integrals of the theoretical velocity amplitude (circles connected by dashed line in Fig. 12) are much smaller than the float velocities. The theoretical and float velocities also differ by one order of magnitude on average.

c. Models

Our model results for the interior of the abyssal Brazil Basin show similarities but also differences with previous model studies. Spall (1994b) used a three-layer isopycnic PE model to study the effects of baroclinic instability of the western boundary current on the abyssal circulation in the interior. Whereas the model was not intended to simulate the circulation in a particular basin, the choice of the model basin (i.e., its idealized geometry and topography, and its location in the Southern Hemisphere) was motivated by observations in the Brazil Basin. The mass fluxes between the layers were assumed to be spatially uniform. When the western boundary current is stable (as occurred in numerical experiments with a relatively high value for the bottom drag coefficient), these fluxes force a clockwise circulation gyre in the interior, modified by topography. This is qualitatively consistent with the Stommel–Arons theory and our shallow-water model. When it is unstable (with relatively small bottom drag), a mean circulation was found only in the statistical sense, characterized by anticlockwise motion in the interior. Stephens and Marshall (2000) used a model based on the shallow-water equations (neglecting local and advective accelerations in the momentum equation) to represent the flow of AABW in the entire Atlantic. All the simulations reported in their study assume a uniform $w$.

The authors mentioned that the flows in their model occur predominantly along PV ($f/\beta$) contours, which is consistent with our results obtained for the region far from the ridge with spatially variable $w$. The results of Stephens and Marshall (2000), on the other hand, disagree with predictions by the Stommel–Arons theory and our numerical experiments with uniform $w$. In his two-layer, planetary geostrophic model forced by localized mixing over sloping bottom, Spall (2001) reported that the flow in the deep layer is very weak, zonal, and toward the east. This result is essentially similar with prediction by the present model.

The study of St. Laurent et al. (2001) provided important constraints on the circulation of AABW in a relatively small area of the Brazil Basin (between $25^\circ$S–$11^\circ$W and $25^\circ$–$19^\circ$S). The authors inferred, from an inverse model constrained by dissipation and hydrographic data collected in 1996–97, the flow in three layers corresponding to the neutral density ranges 28.08–28.16, 28.16–28.20, and $>28.20$ kg m$^{-3}$. They concluded that the flow in these layers is “generally southward and westward.” They demonstrated that their results are quantitatively consistent with tracer dispersion data for about the same region and period (Ledwell et al. 2000). Note that St. Laurent et al. (2001) mentioned that their estimated flow direction is not consistent with the adjusted steric heights calculated by Reid (1989), which suggest northward flow near 20$^\circ$S, 20$^\circ$W at 4000 dbar (his Fig. 29) and 4500 dbar (his Fig. 30). Speer and Zenk (1993, their Fig. 13) and Demadron and Weatherly (1994, their Fig. 19) also inferred the presence of a northward flow of AABW in the region investigated by St. Laurent et al. (2001). The results from the shallow-water model obtained with spatially variable $w$ show northeasterward flow in the eastern half of the basin far from the MAR (Fig. 8). This is consistent with early inferences (Reid 1989; Speer and Zenk 1993; Demadron and Weatherly 1994) but disagrees with the more local estimates of St. Laurent et al. (2001).

5. Discussion

A first result of this study is the illustration of a strong sensitivity of bottom-water circulation to upwelling distribution in a shallow-water model with realistic topog-
If the upwelling is confined to the region of rough topography near the model ridge, as suggested by dissipation data for the Brazil Basin, the poleward motion as predicted by the Stommel–Arons theory is strongly reduced, or even reversed. This result arises in the shallow-water model mostly from the combination between two effects: (i) the net gradient of ambient potential vorticity set by the topography and the variation of the Coriolis parameter with latitude, and (ii) the spatial distribution of the PV flux at the top of the abyssal layer. The first effect tends to align barotropic motion with $f/h_0$ contours, which in the Brazil Basin diverge to the southeast in the western part of the basin and converge to the northeast in the eastern part. The second tends to deflect barotropic motion to the right of $f/h_0$ contours in the Southern Hemisphere. The first effect essentially dominates in the western interior, where net upwelling is low, whereas the second becomes very important close to the ridge, where upwelling is high. If the upwelling is limited to a small region close to the ridge, the motion is equatorward just west of this region and quasi zonal within this region. This largely reduces the zonally integrated transport to the south in the interior.

For example, the zonally integrated transport east of 30°W is southward at 23°S (11°S) in the two experiments with uniform $w$, amounting to $-0.77$ Sv ($-0.59$ Sv) in the reference experiment and to $-0.71$ Sv ($-0.59$ Sv) in the experiment with reduced viscosities. By contrast, this transport at 23°S (11°S) is northward in the two experiments with spatially variable $w$, reaching 0.39 Sv (0.45 Sv) in the experiment with $w = 0$ far from the ridge and 1.57 Sv (1.54 Sv) in the experiment with $w < 0$ far from the ridge. The differences in the transport rates between the experiments with uniform and variable $w$ are on the same order of magnitude as the estimated net inflow of 3.7 Sv into the basin (Table 1).
illustrates the strong influence of $w(\mathbf{r})$ on the interior circulation.

A second result of our study is the important differences between the predictions of the shallow-water model and the float data for AABW in the Brazil Basin. The model streamlines and velocities show important differences with the float trajectories and velocities. These differences are obviously the result of missing physics in the model. To better identify the missing physics we first consider more closely the trajectories of the floats launched in the AABW layer during the DBE (Hogg and Owens 1999). The trajectories seem actually to reveal an important influence by an abyssal eddy field (Fig. 10). Data from current meters deployed at $\sim 2500$ m during the DBE indicated TKE levels of order $1 \text{ cm}^2 \text{s}^{-2}$ in the basin interior (Hogg and Owens 1999). Despite these low levels, as noticed by these authors, a surprising number of floats were caught in vortices. Evidence of abyssal eddies in the Brazil Basin was also found from hydrographic casts (Weatherly et al. 2002). It is noteworthy that zonal motion is suggested by many, but not all, float trajectories (Fig. 10). Among the floats that experienced approximately zonal trajectories, many showed back-and-forth motions. LaCasce (2000) conducted a statistical analysis of the trajectory of the floats released at the NADW and AABW levels during the DBE. He concluded that the floats in the interior show no significant drift in any direction, despite that some floats move only westward and others only eastward during their deployment period. It is instructive to compare for each float the net displacement between its initial and final locations with the total distance traveled by the float during its whole deployment period. It is instructive to compare for each float the net displacement between its initial and final locations with the total distance traveled by the float during its whole deployment period. Floats 142a, 184, 212, 229, 286, and 35b have a ratio of total distance to net displacement equal to, respectively, 5.6, 10, 13, 5.7, 5.6, and 3.4 (Table 3). For these floats the period of the zonal oscillations is comparable to the deployment period (Table 3). The AABW floats present other puzzles (Hogg and Owens 1999). For example, all floats launched in the northern half of the basin and along its eastern edge near $19^\circ W$ experienced a net displacement to the west (Hogg and Owens
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Zonal motions in the subthermocline region can be produced by the elongation of an abyssal eddy field in the zonal direction owing to the planetary $\beta$ effect. LaCasce and Speer (1999) used a quasigeostrophic (QG) model to simulate particle trajectories in a turbulent unforced barotropic flow on the $\beta$ plane. In the simulation, most trajectories show a systematic zonal drift, the direction of the drift depending on the initial position, with some particles moving west and others east. The simulated trajectories (Fig. 3 of LaCasce and Speer 1999) do not look unlike some of the AABW trajectories in the interior of the Brazil Basin (Fig. 10). A quantitative assessment of the importance of this mechanism may be attempted. According to the QG approximation, the conversion of eddies into Rossby wave packets leads to a statistically stable peak in the energy spectrum at wavenumber $\sqrt{U/\beta}$, where $U$ is a typical velocity amplitude of the eddy field (Pedlosky 1987). The Rhines scale $\sqrt{U/\beta}$ provides a measure of the meridional scale of the zonal jets. Assuming that the rms velocities of $\Delta U$ measured by current meters at $\sim 2500$ m in the basin (Hogg and Owens 1999) are also representative of levels in the AABW, this scale amounts to $\sim 20$ km at the midlatitude of the basin. This is smaller than the meridional scale that is apparent in individual float trajectories (e.g., floats 229, 35b, 212, 184, and 231; Fig. 11). The assessment is very crude and at best suggests that more energetic conditions may be required for geostrophic turbulence to be a dominant mechanism affecting the AABW floats.

b. Fractured ridge

Zonal jets may occur on the western side of a basin possessing a meridional ridge pierced by gaps (e.g., Ped-
Pedlosky (2001) applied a two-layer QG model to a basin including a meridional fractured ridge, to suggest that the zonal jets might explain float data at about 22°S examined by Hogg and Owens (1999). Mercier et al. (2000) inferred from a meridional hydrographic section along the eastern flank of the MAR, that “bottom water” throughflows occur at the Rio de Janeiro FZ (22°S) and Rio Grande FZ (26°S). The water fluxes, however, have not been quantified and their significance for the mass budget of AABW in the Brazil Basin is unknown (accordingly only AABW fluxes through the Romancie-Chain FZs have been considered in the shallow-water model). On the other hand, the AABW float trajectories that show best visual evidence for zonal motions actually occur north of 22°S (Fig. 10). It seems a priori likely that the outflows at the Romancie-Chain FZs (Mercier and Speer 1998) did influence some float trajectories. In the shallow-water model the circulation in the northern part of the basin is strongly influenced by the presence of these FZs, where mass fluxes are specified; this is apparent both in the experiment with uniform w (Fig. 6) and in the experiment with variable w (Fig. 8). On the other hand, the floats that experienced quasi-zonal trajectories, namely, those in the northernmost part of the basin, did not move in one particular direction but tended to oscillate (floats 229, 35b, 212, 184; Figs. 10 and 11). Thus, there appears to be no strong support in favor of the role of gaps in the MAR on the AABW float trajectories, at least not in the way envisioned by the aforementioned theories.

c. Eddies produced by surface wind

The possible importance of eddies for the abyssal circulation has long been established. For example, Holland and Lin (1975) used a two-layer PE model with relatively small viscosity and high spatial resolution to simulate the circulation driven by steady wind in a single-gyre basin. In this model the eddies which can appear spontaneously as a result of baroclinic instability are uniquely responsible for the establishment of a mean circulation in the lower (abyssal) layer, with velocities of \( \sim 1 \text{ cm s}^{-1} \). Important is that the establishment of the mean circulation in the deep layer proceeds through pressure forces acting at the interface between the two layers, a forcing not represented in the shallow-water model. Holland (1978) applied a two-layer QG model driven by steady wind to single- and double-gyre basins. They show that eddies generated by instabilities of the surface flow create a downward momentum flux that fills the lower (abyssal) layer with eddy energy and produces there time-mean gyres. The downward transfer of kinetic energy proceeds again through inviscid pressure forcing at the interface, generating abyssal velocities as large as \( \mathcal{O}(10) \text{ cm s}^{-1} \) in some experiments. Holland and Rhines (1980) examined in detail one particular numerical experiment of Holland (1978), which was regarded as having the most “realistic” behavior.

In this experiment the deep ocean contains eddy energy far in excess from the mean. The pressure forcing at the interface is accompanied by downgradient PV flux everywhere in the lower layer. These authors hence postulated that the deep dynamics is characterized by a “turbulent” Sverdrup balance:

\[
\mathbf{u} \cdot \nabla \mathbf{Q} = \nabla \cdot (-\mathbf{u}^\prime \mathbf{Q}^\prime),
\]

where \( \mathbf{u} \) is here the three-dimensional velocity vector, \( \mathbf{Q} \) is the potential vorticity in the QG approximation, \( \langle \rangle \) is a mean value, and \( \langle \rangle' \) is a perturbation. The balance indicates that the mean flow would be determined by the divergence of the eddy PV flux and by the mean PV gradient. In particular, the vertical forcing on the abyssal circulation would arise from the correlations between the fluctuations of vertical velocity and PV. This differs fundamentally from the view, explicit in the Stommel–Arons theory and the shallow-water model, that the abyssal flows are driven by a vertical velocity \( w \) unrelated to the deep dynamics.

d. Density stratification and baroclinic instability

The absence of density stratification is a major physical deficiency of the shallow-water model (Pedlosky 1987) and its importance in the misfit between the float data and the model must also be discussed. It is instructive in this regard to examine the AABW float trajectories in the longitude–pressure plane (Fig. 13). Several floats sank by several hundred decibars during their deployment period, owing presumably to a decrease of float buoyancy through time (N. Hogg 2003, personal communication). It could be speculated that the changes in float direction with depth reflect, at least partly, the presence of baroclinic motions within the AABW layer.

According to continuously stratified models, two possible causes of strong baroclinic velocities as compared with the average velocities over the whole abyssal layer in the interior are longitudinal variations in diapycnal advection (Pedlosky 1992) and a vertical shear in the mass fluxes at the basin boundaries (Edwards and Pedlosky 1995). Observations for the Brazil Basin are consistent both with important longitudinal variations in diapycnal mixing (Polzin et al. 1997; Ledwell et al. 2000; St. Laurent et al. 2001) and with substantial vertical shear in the AABW fluxes at the rims of the basin (Mercier and Speer 1998; Hogg et al. 1999; Zenk et al. 1999).

Spall (1994b) noted that the sum of the two bottommost layers in his three-layer isopycnic model approximately represents the AABW in the Brazil Basin. He illustrated that the baroclinic instability of the DWBC over the sloping bottom can drive the interior circulation through lateral PV stresses [Eq. (16)]. This contrasts with previous works that pointed to a source of eddy variability outside the abyssal layers and to the role of vertical stresses (e.g., Holland 1978; Holland and Rhines 1980). Spall (1994b) showed that, in an experiment with unstable DWBC, the eddy variability is dominated by
two frequencies, corresponding to periods of about one month and one year, and that the eddy fluxes are carried by topographic waves with a velocity amplitude estimated to $O(1) \text{ cm s}^{-1}$. The longest period is not inconsistent with the period of the zonal oscillations observed for some AABW floats (Fig. 10; Table 3), whereas the wave velocity amplitude has an order of magnitude comparable to that of the velocities measured by current meters at $\sim 2500 \text{ m}$ (Hogg and Owens 1999) and of the float velocities (Fig. 12).

Another possible mechanism is the baroclinic instability of a mean meridional flow (Spall 1994a). Treguier et al. (2003) calculated unstable modes of the mean meridional flow and found them to be of the scale of the zonal currents observed in the Brazil Basin. They concluded that the role of these unstable modes does not seem to be important in their models but that they may become more so at higher resolution. Thus, baroclinic instabilities appear as possible mechanisms to accelerate the interior flow, although their importance for the lagrangian transport in the interior of the Brazil Basin as revealed by AABW floats would require a specific investigation.

e. Rossby waves

Other mechanisms may also generate low-frequency zonal motions in the subthermocline region. The simplest mechanism is probably the propagation of a single Rossby wave of finite amplitude. LaCasce and Speer (1999) used the QG model for a barotropic fluid to simulate numerically the trajectory of particles advected by a single Rossby wave in a channel bounded meridionally. The simulated drift velocity is either eastward or westward, despite the fact that the wave speed is uniquely westward, and varies in both horizontal directions. This pattern is not inconsistent with some float trajectories for the AABW layer (Fig. 10).

Rossby waves generated by surface wind have been proposed as a primary mechanism of zonal flows in the subthermocline region (Nakano and Sugino:ohara 2002; Treguier et al. 2003). Treguier et al. (2003) compared
the trajectories simulated by two different z-coordinate PE models with the trajectories of floats deployed at \( \sim 2500 \text{ m} \) in the Brazil Basin (Hogg and Owens 1999). The authors did not consider the deeper level of the AABW, where none of the models was deemed to be very realistic. Comparison of model results with results from an idealized tropical Atlantic model that is almost entirely wind-driven, gave evidence that the zonal flows in the PE models, which resemble the float trajectories within the NADW, arise from wind forcing. It seems conceivable that wind forcing importantly affected the trajectories of the AABW floats as well. On the other hand, the model simulations examined by Treguier et al. (2003) do not consider the presence of enhanced diapycnal mixing near the MAR (e.g., Polzin et al. 1997; Ledwell et al. 2000; St. Laurent et al. 2001). Huang and Jin (2002) showed that a simple representation of bottom-intensified diapycnal mixing near the ridge has a profound influence on the abyssal circulation in a z-coordinate PE model of the South Atlantic. When bottom-intensified mixing is included, the simulated circulation in the Brazil Basin is dominated by meridional rather than zonal motions. More specifically, it is characterized by (i) a strong bottom current along the western slope of the MAR (at depth \( > 3 \text{ km} \)), which is almost as strong as the DWBC, and (ii) a flow on the seafloor that is generally equatorward (Huang and Jin 2002, their Fig. 1).

Inspection of the AABW float trajectories shows that zonal motions are mostly apparent near the equator (Fig. 10). It appears well established that variability in the deep equatorial ocean can partly be described in terms of linear waves forced by surface winds (Thierry et al. 2004, and references therein). In particular, these authors provided evidence that the deep seasonal variability in PE models of the equatorial Atlantic Ocean is mainly forced by the zonal wind fluctuations in the equatorial band. According to Thierry et al. (2004) wind energy in the investigated model simulations reaches the deep layers via vertically propagating Kelvin and Rossby waves, with Rossby waves with high meridional modes \( (l > 1) \) contributing to the deep seasonal variations. Future work is necessary to explore the possibility that wind forcing was an important mechanism affecting the float trajectories in the AABW layer.

6. Conclusions

In this work a numerical model based on the shallow-water equations is developed in an attempt to address some important issues about the abyssal circulation raised by data from the Deep Basin Experiment in the Brazil Basin. We formally address the problem of the circulation of a rotating, incompressible, and homogeneous fluid (representing the AABW) subject to a horizontally varying mass flux at its free surface and resting on a variable bathymetry (Brazil Basin). In the model layer the relative vorticity is small compared to the planetary vorticity, except in the western boundary current where most of the kinetic energy is concentrated. To characterize and interpret dynamically the numerical flows, model streamlines are compared to contours of linear potential vorticity of the shallow-water theory. We find that the Stommel–Arons, poleward motion in the interior can largely be reduced, or even reversed in sign, if the upwelling is confined to the proximity of the ridge. This result is interpreted in terms of a balance between the topographic and planetary \( \beta \) effects and the distribution of vortex stretching at the top of the layer. It suggests the need for an accurate representation of diapycnal mass fluxes in shallow-water models and isopycnic models aimed at a realistic simulation of abyssal circulations.

The shallow-water model can produce results that are consistent with some (but not all) estimates of AABW transport patterns and rates in the basin based on hydrographic data. On the other hand, the model streamlines and velocities show important differences with the trajectory and velocity of the floats launched in the AABW. The float data provide a picture of the abyssal circulation that is much more energetic and variable than the one envisioned by the Stommel–Arons theory (a steady-state theory) and the shallow-water model, at least as it is formulated and numerically solved in this study. The Eulerian velocities in our numerical experiments are on average an order of magnitude smaller than the float velocities and constant in time. The prescription of very small net upwelling in the interior far from the ridge does not systematically improve the fit of the model streamlines to the float trajectories. Thus, our experiments do not support the hypothesis that zonal motions, which are apparent in some float trajectories, result from vanishing buoyancy forcing in the interior (Hogg and Owens 1999).

The differences between the float data and the model results give some insight into the dynamical interpretation of the float data and into the limitations of the model. A variety of mechanisms (in addition to spatial variations in buoyancy forcing), which are absent from our experiments, may have strongly influenced the AABW floats. From simulations with PE models wind forcing was proposed as a primary mechanism for the zonal trajectories of floats released in the NADW (Treguier et al. 2003). However, not all floats in the underlying AABW show zonal motions and it is not clear whether model trajectories in the deeper AABW are robust against the assumed distribution of vertical (or diapycnal) mixing (Huang and Jin 2002). Other plausible mechanisms that may have strongly influenced the AABW floats are quite varied, including \( \beta \) turbulence, density stratification and the baroclinic instabilities of DWBCs and meridional flows, and the advection by Rossby waves.

Our study highlights the limitations of the shallow-water model to produce realistic simulations of ocean abyssal flows, at least as they are pictured by observations from neutrally buoyant floats. Thus, our results should be regarded more as conceptual experiments...
rather than a more realistic simulation of the AABW in the Brazil Basin in comparison with previous model studies. The limited capability of our experiments to replicate the float data may be largely associated with the omission of potentially important dynamical interactions with the layers overlying the AABW in the Brazil Basin. This is a major drawback of the shallow-water model, for which these interactions are limited to the prescription of interfacial mass fluxes. Moreover, as shown in previous studies (e.g., Kawase 1987) and here, the parameterization of these fluxes is critical in determining the flow in the model.
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\[
R \cos \varphi \frac{d\varphi}{dt} + \varphi \alpha_1 + \alpha_2 = 0 \quad \text{and} \quad \frac{d\theta}{dt} + \vartheta \gamma_1 + \gamma_2 = 0,
\]

where \( \varphi \) and \( \theta \) are the longitude and latitude of the particle, respectively, \( R \) is the earth radius, and

\[
\alpha_1 = \frac{u_{i-1/2} - u_{i+1/2}}{\Delta \varphi}, \quad \alpha_2 = \frac{\varphi}{\Delta \varphi} (u_{i+1/2,j-1} - u_{i-1/2}) - u_{i,j-1/2},
\]

\[
\gamma_1 = \frac{u_{i+1/2,j-1} - u_{i+1/2,j}}{\Delta \theta}, \quad \text{and} \quad \gamma_2 = \frac{\theta_{i-1/2} - \theta_{i+1/2,j-1}}{\Delta \theta}.
\]

The two ordinary differential equations (ODEs) above are coupled by the function \( \vartheta(t) \). The zero- and first-order terms in the Taylor expansion \( \cos \theta + \Delta \theta = \cos \theta_0 (1 - \tan \theta_0 \Delta \theta) + O(\Delta \theta^2) \) differ by less than 0.002 \( \cos \theta_0 \) in absolute magnitude for \( -35^\circ < \theta_0 < 0^\circ \) and \( \Delta \theta = 10^\circ \). Taking \( \frac{d \cos \theta_0}{dt} = 0 \) in the first ODE is thus a very good approximation to describe the zonal motion of the particle in the cell. The two ODEs can then be individually integrated analytically, yielding the solutions \( \varphi = \varphi(t) \) and \( \theta = \theta(t) \). In practice these solutions are used to calculate the time it takes for the particle to reach the different boundaries of the cell. Consider the case \( u_{i,j-1/2} > 0 \) so that the particle moves eastward. The time necessary to reach the eastern boundary amounts to

\[
t_E = \frac{R \cos \varphi_0}{\alpha_1} \ln \left( \frac{\varphi_0 + \alpha_2/\alpha_1}{\varphi_0 + \alpha_2/\alpha_1} \right).
\]

Similar expressions can be found for the time necessary to reach the northern \( (t_N) \) and southern boundary of the cell \( (t_S) \). The actual path of the particle is then given by the minimum of \( t_F \), \( t_V \), and \( t_E \). One particular but possible situation occurs when the flow field is locally convergent, that is, \( u_{i,j-1/2} > 0, \ u_{i+1/2,j} < 0, \ u_{i+1/2,j-1} < 0, \) and \( v_{i+1/2,j-1} > 0 \). When this occurs the particle is virtually lost from the domain and the calculation of the streamline is stopped.
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