Predictive species distribution modelling (SDMs; Guisan & Zimmermann, 2000) have become essential tools in biodiversity conservation and management (Côté & Reynolds, 2002). Fitting an SDM involves a series of steps, each requiring a number of choices and well-justified decisions (Ferrier et al., 2002b; Guisan & Thuiller, 2005). Grain (resolution) is one important factor that may affect predictions. It is, together with study extent, a component of spatial scale (Wiens, 2002) and a major feature in ecology (e.g. Holling, 1992) and ecological modelling (e.g. Huetttmann & Diamond, 2006). Important questions therefore include: Is there an optimal grain for fitting SDMs? What is the effect of changing grain size on SDM performance?

Choosing a grain size for modelling is partly a technical issue. For instance, grain size is related to the grid cell size of available environmental data (Graham et al., 2004), characteristics of the species data (e.g. geographical accuracy, sample size, field survey constraints, or autocorrelation structure; Guisan & Hofer, 2003; Gottschalk et al., 2005; Linke et al., 2005; Huettmann & Diamond, 2006) or computer power (i.e. too many cells may require too demanding computer resources). Grain size is also a crucial ecological as well as management issue. Changing the grain size can influence the perception of a phenomenon, such as patterns of presence or abundance (Johnson et al., 2002; Tobalske, 2002; Wiens, 2002; Graham & Hjimans, 2006), or affect the relevance of the output for management applications (Araújo et al., 2005). Working at the wrong scale can be very inefficient.

Data from natural history collections often have significant error, making them difficult to use with fine-grained environmental data (Graham et al., 2004). However, current georeferencing initiatives (e.g. GBIF, MANIS error calculator, OBIS, and OBIS-SEAMAP) include an estimate of the maximum error distance. This means that choosing a grain size becomes a statistical problem of model performance. Various factors may influence model performance: the number of occurrences used for model training, the environmental layers used in modelling, the number of species and species types considered, or the spatial scale at which species occur. The grain size may play a role in any or all of these.

ABSTRACT

Predictive species distribution modelling (SDM) has become an essential tool in biodiversity conservation and management. The choice of grain size (resolution) of environmental layers used in modelling is one important factor that may affect predictions. We applied 10 distinct modelling techniques to presence-only data for 50 species in five different regions, to test whether: (1) a 10-fold coarsening of resolution affects predictive performance of SDMs, and (2) any observed effects are dependent on the type of region, modelling technique, or species considered. Results show that a 10 times change in grain size does not severely affect predictions from species distribution models. The overall trend is towards degradation of model performance, but improvement can also be observed. Changing grain size does not equally affect models across regions, techniques, and species types. The strongest effect is on regions and species types, with tree species in the data sets (regions) with highest locational accuracy being most affected. Changing grain size had little influence on the ranking of techniques: boosted regression trees remain best at both resolutions.

The number of occurrences used for model training had an important effect, with larger sample sizes resulting in better models, which tended to be more sensitive to grain. Effect of grain change was only noticeable for models reaching sufficient performance and/or with initial data that have an intrinsic error smaller than the coarser grain size.
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(location uncertainty) with each occurrence. Hence, the modeller can determine what data are appropriate at a given grain size and can choose to increase the grain of environmental data. At larger grains, more occurrence records may be available because the limit on locational accuracy is relaxed to match the new grain size (see, e.g. Engler et al., 2004). Generally, more accurate predictions can be made with larger numbers (Stockwell & Petersen, 2002; Hernandez et al., 2006), but also more accurate occurrences (e.g. for plants, Engler et al., 2004). Hence, it is essential to evaluate the trade-off between the number of occurrence samples available for modelling and the grain size of environmental data.

If species records are inaccurate, a set of predictors available at a too fine grain may need to be aggregated to a coarser grain. For example, in recent projections of plant distributions in Europe (Thuiller et al., 2005), the grain of the input species data was 50 × 50 km and the grain of available explanatory climatic maps was around 16 × 16 km (10° × 10°). Models were first fitted by aggregating climatic map to the coarser grain and then re-projected to the finer climatic grain. Various other approaches have also been proposed to downscale atlas data using species distribution models (McPherson et al., 2006). Araújo et al. (2005) found a reasonable agreement of downscaled predictions with real patterns of occurrences obtained from fine-scale breeding birds atlas data, but they did not formally compare coarse- to fine-grain models.

There are many reasons why changing grain size could have an effect on the performance of SDMs. For instance, at a fine grain, the risk that a wrong geographical location of a species record samples a cell representing a different habitat than the one where the species actually occurred increases, while the opposite will be observed when aggregating data towards coarser grains. However, when coarsening the grain, the risk of a forced-matching between environmental conditions that do not occur together but nearby in the field increases and can make the model identify spurious combinations of suitable environmental conditions for a species. This is likely most important for sessile organisms (Guisan & Thuiller, 2005).

One way to assess the importance and effects of grain on SDM performance is to conduct analyses where grain is changed, and the qualitative and quantitative effects on models are measured. Yet, surprisingly few examples exist (e.g. Boyce et al., 2003), suggesting that the effect of coarsening the grain of predictor variables on SDM performance has not been sufficiently tested. By changing grain size when fitting logistic models for the green woodpecker, Tobalske (2002) observed a clear model improvement at their coarse (400 ha) compared to their fine-grain (100 ha) predictions. Ferrier & Watson (1997) tested the effect of grain size on SDMs on 55 species using four techniques and found, on the contrary, degraded model performances at coarser grain.

A study was started in 2003 to compare a large range of existing techniques for predicting species distributions from presence-only data and assess the effects of several intrinsic and extrinsic factors on model performance (Elith et al., 2006). Here, we analyse (1) the effect of a 10-fold coarsening of grain size on the performance of SDMs and (2) whether any observed effects are dependent on the type of region, modelling technique, or organism considered. In the absence of any well-documented effect, a 10-fold change was considered a realistic assumption, large enough for most studies and beyond what is otherwise used for aggregations (Huettmann & Diamond, 2006).

METHODS

Species and environmental data

The data used for this modelling study are a subset of the data described in Elith et al. (2006). Species and environment data sets, including climatic, topographical, and soil data, are briefly described, and the detailed names and characteristics are provided in Appendices S1 and S2 in Supplementary Material. These are: 10 bird species and 11 GIS environmental predictors from Ontario (CAN); 6 plant species and 4 vertebrate species and 13 GIS environmental predictors from New South Wales (NSW, Australia); 10 plant species (shrubs and trees) and 13 GIS environmental predictors from New Zealand (NZ); 10 plant species and 10 GIS environmental predictors from South America (SA); and 10 tree species and 13 GIS environmental predictors from Switzerland (SWI). Ten species were selected from each larger data set following three broad criteria: (1) a range of sample sizes, (2) a range of geographical distributions, and, where possible, (3) a range of biological groups or life-forms.

Model fitting

Ten predictive techniques were used to fit the species distribution models. These were: (1) the DIVA-GIS implementation of BIOCLIM (Busby, 1991), (2) DOMAIN (Carpenter et al. 1993), (3) GLM (generalized linear model; McCullagh & Nelder, 1989), (4) GAM (generalized additive model; Hastie & Tibshirani, 1986), (5) BRUTO (Hastie et al. 1994), (6) MARS (multivariate adaptive regression splines; Friedman, 1991), (7) BRT (boosted regression tree; Friedman, 2001), (8) OM-GARP (genetic algorithm for rule-based predictions; a new but as yet unreleased version of the one developed by Stockwell & Peters, 1999), (9) GDMSS (the single species version of the generalized dissimilarity model of Ferrier et al., 2002a), and (10) MAXENT-T (maximum entropy; Phillips et al., 2004, 2006). The first two are profile techniques, the next four belong to the large family of generalized regression techniques, and the last four are all very distinct approaches. All modelling techniques and specific fitting detail are described in more detail in Elith et al. (2006). The models were fitted by experienced modellers, usually by those among the authors who knew the technique best. As the training sets only contained presence data, pseudo-absences were generated for those which techniques required them (all except BIOCLIM and DOMAIN), by taking a random sample of 10,000 sites (Elith et al., 2006). All techniques were implemented as described in Elith et al. (2006).

Model evaluation

An independent presence–absence data set was available for each study area, which usually had greater locational accuracy than the presence data used to train the models and allowed for a
robust test of model performance across grain sizes (Elith et al., 2006). The quantitative evaluation was performed by comparing the predictions to the observations in the independent test data set using the area under the curve (AUC) of a receiver-operating characteristic (ROC) plot as the measure of prediction success (Fielding & Bell, 1997). AUC values range from 0 to 1, where 0.5 indicates that the model has no predictive power, 1 signifies a perfect model, and values below 0.5 would indicate a relationship worse than expected by chance. According to Swets (1988), models providing values > 0.9 are considered highly accurate, those providing values in the range 0.7–0.9 ‘useful’, and those lower than 0.7 ‘poorly accurate’. We also investigated performance with maximized Kappa (Cohen, 1960). However, because this measure yielded similar results to the AUC we only present the latter.

### Results

#### Comparing the performance of fine-grain models

The performance of the fine resolution models was on average not equal across regions, techniques, and species types (Fig. 1a–c, Table 2a–c). Within regions (Fig. 1a, Table 2a), CAN had significantly lower average performance compared to all other data sets, with the following overall ranking: SWI > SA > NZ > NSW > CAN. Within techniques (Fig. 1b, Table 2b), the two profile techniques — BIOCLIM and DOMAIN — and the genetic algorithm GARP yielded the models with lowest average performance, whereas BRT and MAXENT, and secondarily GAM and other regression techniques, yielded the best performance on average. Within species types (Fig. 1c, Table 2c), PLANTS are better modelled than BIRDS. Model performance slightly increased on average with the number of occurrences in the training set, while at the same time its variance decreases (Fig. 1d, Table 2d, first two columns).

#### Overall effects of coarsening the grain

Differences in AUC scores between the initial fine-grain models and those with coarsened grain are on average significant when assessed across all regions, techniques, and species types (overall P-value < 0.00001). However, the ranking of data sets, techniques, or species characteristics was not affected by coarsening grain size. Most significant trends are towards model degradation (Table 2). The next paragraphs report on more details patterns observed at the levels of regions, techniques, or species characteristics.

#### Effects per data sets

Within each data set (Table 2a), differences in AUC between fine- and coarse-grain models reveal a significant effect only for SA and SWI. Changes in AUC in NZ are relatively small (test is not
Figure 1 Boxplot of AUC of base models displayed by: (a) data sets, (b) methods, (c) species types, and (d) classes of absolute number of occurrences in the training set. The line across the box indicates the median. The box boundaries show the interquartile range. Whiskers identify extreme data points that are no more than 1.5 times the interquartile range on both sides. Horizontal lines outside the square brackets picture outliers.

Table 2 Mean AUC for the base and 10 times grain experiment (columns 1–4), with P-values of paired Wilcoxon tests of the AUC differences between base and grain experiments equal to zero (column 5). Models are classified: (a) per data set, (b) per method, (c) per species types, and (d) per number of occurrences in the training set (NOCC fit). See Figs 1–3. The null hypothesis $H_0$ is that the difference in model performance is on average not significantly different than zero (bilateral). P-values lower than 0.05 signify rejection of $H_0$. Values in italics are not significant after Bonferroni correction for multiple testing. Values in bold are significant at the $P < 0.01$ level.

<table>
<thead>
<tr>
<th></th>
<th>Mean AUC</th>
<th>Rank base</th>
<th>SD AUC</th>
<th>Mean AUC 10×</th>
<th>Rank 10×</th>
<th>SD AUC 10×</th>
<th>P-value (AUC diff.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Data sets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAN</td>
<td>0.5834</td>
<td>5</td>
<td>0.1343</td>
<td>0.5829</td>
<td>5</td>
<td>0.1427</td>
<td>0.2834</td>
</tr>
<tr>
<td>NSW</td>
<td>0.6511</td>
<td>4</td>
<td>0.1258</td>
<td>0.6477</td>
<td>4</td>
<td>0.1227</td>
<td>0.2638</td>
</tr>
<tr>
<td>NZ</td>
<td>0.6823</td>
<td>3</td>
<td>0.1193</td>
<td>0.6783</td>
<td>3</td>
<td>0.1177</td>
<td>0.0115</td>
</tr>
<tr>
<td>SA</td>
<td>0.7123</td>
<td>2</td>
<td>0.1197</td>
<td>0.7037</td>
<td>2</td>
<td>0.1130</td>
<td>0.0082</td>
</tr>
<tr>
<td>SWI</td>
<td>0.7482</td>
<td>1</td>
<td>0.1011</td>
<td>0.7233</td>
<td>1</td>
<td>0.1013</td>
<td>0.0000</td>
</tr>
<tr>
<td>(b) Techniques</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BRUTO</td>
<td>0.6928</td>
<td>4</td>
<td>0.1306</td>
<td>0.6859</td>
<td>2</td>
<td>0.1291</td>
<td>0.0067</td>
</tr>
<tr>
<td>BRT</td>
<td>0.7040</td>
<td>1</td>
<td>0.1321</td>
<td>0.6993</td>
<td>1</td>
<td>0.1299</td>
<td>0.2060</td>
</tr>
<tr>
<td>BIOCLIM</td>
<td>0.6391</td>
<td>9</td>
<td>0.1074</td>
<td>0.6313</td>
<td>10</td>
<td>0.1134</td>
<td>0.0078</td>
</tr>
<tr>
<td>DOMAIN</td>
<td>0.6383</td>
<td>10</td>
<td>0.1248</td>
<td>0.6337</td>
<td>9</td>
<td>0.1262</td>
<td>0.1248</td>
</tr>
<tr>
<td>GAM</td>
<td>0.6939</td>
<td>3</td>
<td>0.1338</td>
<td>0.6844</td>
<td>3</td>
<td>0.1287</td>
<td>0.0004</td>
</tr>
<tr>
<td>OM-GARP</td>
<td>0.6605</td>
<td>8</td>
<td>0.1284</td>
<td>0.6542</td>
<td>8</td>
<td>0.1129</td>
<td>0.8963</td>
</tr>
<tr>
<td>GDMSS</td>
<td>0.6726</td>
<td>7</td>
<td>0.1390</td>
<td>0.6731</td>
<td>6</td>
<td>0.1216</td>
<td>0.1476</td>
</tr>
<tr>
<td>GLM</td>
<td>0.6838</td>
<td>5</td>
<td>0.1352</td>
<td>0.6546</td>
<td>7</td>
<td>0.1447</td>
<td>0.0049</td>
</tr>
<tr>
<td>MAXENT</td>
<td>0.6954</td>
<td>2</td>
<td>0.1241</td>
<td>0.6793</td>
<td>4</td>
<td>0.1216</td>
<td>0.0008</td>
</tr>
<tr>
<td>MARS</td>
<td>0.6744</td>
<td>6</td>
<td>0.1583</td>
<td>0.6760</td>
<td>5</td>
<td>0.1543</td>
<td>0.4602</td>
</tr>
<tr>
<td>(c) Species types</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Birds</td>
<td>0.6330</td>
<td>2</td>
<td>0.1490</td>
<td>0.6328</td>
<td>2</td>
<td>0.1534</td>
<td>0.5143</td>
</tr>
<tr>
<td>Plants</td>
<td>0.7044</td>
<td>1</td>
<td>0.1159</td>
<td>0.6931</td>
<td>1</td>
<td>0.1114</td>
<td>0.0000</td>
</tr>
<tr>
<td>(d) NOCC FIT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 40</td>
<td>0.6522</td>
<td>4</td>
<td>0.1577</td>
<td>0.6408</td>
<td>4</td>
<td>0.1566</td>
<td>0.0012</td>
</tr>
<tr>
<td>40–130</td>
<td>0.6807</td>
<td>3</td>
<td>0.1285</td>
<td>0.6795</td>
<td>3</td>
<td>0.1286</td>
<td>0.2298</td>
</tr>
<tr>
<td>130–270</td>
<td>0.7074</td>
<td>2</td>
<td>0.1123</td>
<td>0.7078</td>
<td>2</td>
<td>0.1072</td>
<td>0.0611</td>
</tr>
<tr>
<td>&gt; 270</td>
<td>0.7264</td>
<td>1</td>
<td>0.1125</td>
<td>0.7096</td>
<td>1</td>
<td>0.1067</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
significant after Bonferroni correction) and there is no evidence for effects in CAN and NSW.

As expected from these results, data sets where models appear most degraded are SWI, SA, and NZ (Fig. 3a). SA and SWI have a large number of points below the 1 : 1 line. Data sets with outlying points on the improvement side include NSW, CAN, and NZ. CAN is the only data set on both sides.

**Effects per techniques**

Difference in AUC scores between fine- and coarse-grain models only reveal slight to moderate changes across techniques (Table 2b). BIOCLIM, BRUTO, GAM, GLM, and MAXENT all show some decrease in mean AUC, but only GAM, GLM, and MAXENT are significant with Bonferroni correction (Table 2b). From the P-values, MAXENT and GAM are the most sensitive and additionally exhibit low variance across differences (Fig. 2b). Nonetheless, both remain among the four best techniques at coarser grain size. There is no evidence of sensitivity to change in grain size for BRT, DOMAIN, OM-GARP, GDMSS, and MARS. BRT is the best technique at the coarse resolution.

No clear trend can be detected in the scatter plot labelled by techniques (Fig. 3b). Techniques that undergo on average model degradation with increased grain size are OM-GARP, GAM, and GLM. Those techniques that undergo on average model improvement are GDMSS and MARS, but although significant, the trend
is weak in the latter cases. Hence, GAM-type techniques (GAM, BRUTO, and MARS) can both yield improvement or degradation. Based on the observation of outlying points on the graphs, techniques that are associated with more extreme changes are OM-GARP, GDMSS, and GLM.

**Effects per species types and sample size**

Among species types, change in grain size affects model performance for plants, whereas no significant differences exist for birds (Table 2c). Plants have outlying models towards degradation, whereas bird models exhibit more outliers towards improvement (Fig. 3c).

The number of occurrences in the training set shows a clear relationship with model performance, with performance decreasing linearly from the largest to the smallest class (Table 2d). The effect of change in grain size is more variable for these classes. The variance in performance change is very large in the lowest class and decreases in the three other classes (Fig. 2d). The highest class (> 270) shows a highly significant change in model performance (Table 2d), towards model degradation (Fig. 2d), even after Bonferroni correction. The lowest class (< 40) also shows a significant change in performance (Table 2d), also towards model degradation, but a very large variance overall (Fig. 2d). A gradient is observed for the number of occurrences in the training set, with classes with fewer occurrences being farther away from the 1 : 1 line, and the higher classes being successively closer, following their ordering (3, 2, 1), towards either model improvement or degradation (Fig. 3d).

**DISCUSSION**

This study represents a broad comparative exploration of the effect of grain on the performance of 10 predictive modelling techniques for predicting species distribution, conducted across five data sets and 30 species spread across different species groups. As presence-only data were used to train the models, this also constitutes a valuable assessment of the use of natural history collection data for fitting biogeographical models (Graham et al., 2004). Our results are primarily valid for discussing a 10-fold grain increase on model performance, starting from the initial resolutions of 100 m and 1 km.

The assessment of model performance on the full sample of species available over all data sets (226 species) is presented elsewhere (Elith et al., 2006). Results from this subset of 50 species did not substantially change the overall ranking of techniques or data sets evaluated by Elith et al. (2006). Boosted regression tree (BRT) and the maximum entropy approach (MAXENT) still prove among the top three techniques, and techniques of the regression family — GLM, GAM, BRUTO, and MARS — come next and perform very similarly to each other (ranks 3–6). One interesting approach — generalized dissimilarity modelling, single-species implementation (GDMSS) — is ranked seventh here, whereas it was ranked fourth in the general assessment. The ranking of the data sets is exactly the same as in Elith et al. (2006), with SWI first and CAN last. Therefore, we refer to the more complete Elith et al. (2006) assessment for comparison of techniques and data sets, and put our main emphasis on grain change.

Overall, changing grain size did not change model performance as much as one might have expected. Although significantly degrading the models on average, across all data sets, techniques, and species, it only proved very significant for one data set (SWI) and just or marginally significant for two additional ones (SA and NZ). As these three data sets also had the best models in term of predictive performance (SWI > SA > NZ), this could suggest that models of sufficient predictive power are required to display such scale effect. That is, models that already lack predictive power do not include detail that might be degraded by an increase in grain. Unfortunately, we do not have quantification of the locational accuracy of the modelling records in this study, but we suspect that the SWI records are more accurately located than others. Further research is required on this topic, for example, examining changes in model performance across a wider range of grain sizes, controlling for prevalence, and considering the types of environmental variables and the scale at which they vary in the landscape. A more detailed biological interpretation of species requirements would also be useful. It is also worth noting here — as reported elsewhere (Elith et al., 2006; A.G., unpublished data) — that differences between species were, on average, much higher than between techniques.

Concerning techniques, BRT was the least affected by grain change. BRT, MAXENT, GAM, and BRUTO were the four best techniques at coarser grain size, but unlike BRT, the other three degraded significantly between the fine and coarse-grain treatments. OM-GARP performed far less well but shared with BRT the same overall insensitivity to grain change. Other techniques, such as BRUTO, MAXENT, GAM, and GLM, also perform well but prove more sensitive to grain change. BIOCLIM performed the worst and was sensitive to grain change.

Models with a large number of occurrences in the training set performed, on average, better and had smaller variances than models built with few occurrences. These results indicate that poorly performing models are less likely to be fitted for species with a sufficient number of occurrences. Models for species with highest sample size in the training set are also the most sensitive to grain change. This might be because such an effect is mainly detectable for models with sufficient predictive performance; otherwise, model instability may hide such a response.

Our main result — i.e. a slight average trend towards model degradation at coarser grain size — can be compared to the results of others. By changing the grain size but not the extent when fitting logistic models for the green woodpecker (Picus viridis), Tobalske (2002) observed a model improvement at the coarser grain (400 ha) compared to the finer grain (100 ha). While this contrasts to the overall trend of degradation in our study, there were examples of some species that did show improved prediction at coarser grain. Tobalske (2002) only used a single species in a small study area (c. 32,000 ha) in Switzerland, applying a 2-fold grain change, whereas we tested a 10-fold change on 50 species over five much larger areas (from national to continental extents). Hence, the Tobalske result could be viewed as one example of the range of responses that are possible with change in grain.
Similarly, Johnson et al. (2002) compared models fitted with various sets of predictors at three scales (site-specific, local landscape — 2-km radius, broad landscape — 10-km radius). They found contrasting results, with each of the three scales proving potentially the best for predicting occurrence of a different species. Thomas et al. (2002) compared models fitted with fine- and coarse-resolution predictors. They showed that both sets of predictors performed equally well for fitting vegetation models in the Mojave Desert. However, totally distinct sets of predictors were used at the two resolutions (field vs. GIS) and thus no aggregation of the predictors was performed in their study. Ferrier & Watson (1997) used similar aggregation procedure as used here to coarsen the resolution from 200 m to 5 km grid cells and found no significant effect on the performance of SDMs fitted on presence-only data. In contrast, effects for presence-absence data were significant. They conclude that improving the resolution of environmental data will not necessarily improve the performance of presence-only models if biological data are not also georeferenced at a comparably fine resolution.

Thus it seems from our results and from other published studies that all three effects — improvement, no change, or degradation of models — can be obtained when changing grain size, and other confounding factors must play a role. Previous studies suggested the configuration of the study area and species identity (e.g. type of organism or rarity) as important causes of discrepancy between models, possibly yielding differential responses to a change in grain size of similar amplitude (e.g. 2× or 5×).

**CONCLUSION AND PERSPECTIVES**

1. Change in grain size does not have a substantial effect on species distribution models. The trend is overall weakly significant towards degradation of model performance, but improvement can also be observed for some species.
2. Changing grain size does not equally affect model performance across regions, techniques, and species; the strongest effect is on regions and species types, with plant species in Switzerland and South America being most affected. Bird models are more similar at the two resolutions.
3. Modelling techniques are also differentially affected, with MAXENT and GAM models being most degraded. However, changing grain size does not change much the ranking of techniques, with BRT, MAXENT, and GAM being the best performers at both resolutions.
4. Overall, the effect of change in grain size seems mostly noticeable for models: (1) that reach sufficient performance, (2) based on sufficient sample size, or (3) fitted with fine-grain initial data that have an intrinsic error lower than the coarser grain size.

Our study and results also highlighted some of the difficulties in evaluating the effect of changing grain size with real data, and some controlled studies with simulated data might provide a useful complementary view (see Austin et al., 2006). Future steps would also be to look more carefully at the shapes of predictors’ response curves and the variables selected in the models at the various grain sizes, and testing a larger range of changes in grain size.
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