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Management and conservation of populations of animals requires information on where they are, why they are there, and
where else they could be. These objectives are typically approached by collecting data on the animals’ use of space,
relating these positional data to prevailing environmental conditions and employing the resulting statistical models to
predict usage at other geographical regions. Technical advances in wildlife telemetry have accomplished manifold
increases in the amount and quality of available data, creating the need for a statistical framework that can use them to
make population-level inferences for habitat preference and space-use. This has been slow-in-coming because wildlife
telemetry data are spatio-temporally autocorrelated, often unbalanced, presence-only observations of behaviourally
complex animals, responding to a multitude of cross-correlated environmental variables.

We review the evolution of regression models for the analysis of space-use and habitat preference and outline the
essential features of a framework that emerges naturally from these foundations. This allows us to derive a relationship
between usage of points in geographical space and preference of habitats in environmental space. Within this framework,
we discuss eight challenges, inherent in the spatial analysis of telemetry data and, for each, we propose solutions that can
work in tandem. Specifically, we propose a logistic, mixed-effects approach that uses generalized additive transformations
of the environmental covariates and is fitted to a response data-set comprising the telemetry and simulated observations,
under a case-control design.

We apply this framework to a non-trivial case-study using satellite-tagged grey seals Halichoerus grypus from the east
coast of Scotland. We perform model selection by cross-validation and confront our final model’s predictions with
telemetry data from the same, as well as different, geographical regions. We conclude that, despite the complex behaviour
of the study species, flexible empirical models can capture the environmental relationships that shape population
distributions.

Animals meet their requirements for survival, growth and
reproduction by exploiting available resources within the
restrictions imposed by their physiology and environment.
Management and conservation of animal populations
require a scientific understanding of this process attained
only by viewing it in its spatial context (Levin 1992). That
is why an increasing number of papers in applied ecology
are concerned with where a particular organism is (Kerno-
han et al. 1998, Blundell et al. 2001, Matthiopoulos 2003a,
Matthiopoulos et al. 2004), why it is there (Johnson 1980,
Arthur et al. 1996, Boyce and McDonald 1999, Manly
et al. 2002, Calenge et al. 2005) and where else it is likely to
be (Buckland and Elston 1993, Guisan and Zimmermann
2000, Guisan et al. 2002, Scott et al. 2002). These
objectives are typically approached by collecting data on
the animals’ use of space, relating these observations to

prevailing environmental conditions and employing these
relations to predict usage at other points in space.

Often, space-use data are obtained from transect surveys
(Buckland et al. 1993). These record animals in the vicinity
of a set of sampling lines or points and therefore tend to
yield relatively few sightings, particularly for rare species
living in inaccessible environments. Alternatively, wildlife
tracking techniques focus on the individual animal. By
making full use of recent advances in communication and
information technology radio- and satellite-telemetry have
dramatically increased the volume of data on animal usage
(White and Garrott 1990, Priede and Swift 1992, Fedak
et al. 2002).

The concept of habitat preference attempts to quantify
the inherent needs of animals, as expressed in the environ-
ment in which they were observed (Johnson 1980, Manly
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et al. 2002). Studies on preference originally used hypoth-
esis testing to compare sets of contrasting environmental
conditions. More recently, environmental variables have
been incorporated as covariates in spatial models of usage
(Buckland and Elston 1993, Boyce and McDonald 1999,
Nielsen et al. 2005). Because of their perceived potential for
prediction, these statistical developments are fuelling the
explosive increase of quantitative analyses in applied, spatial
ecology (Guisan and Zimmermann 2000, Calenge 2006,
Latimer et al. 2006).

However, these analyses are faced with inherent pro-
blems such as the cross-correlation between environmental
variables, spatial autocorrelation in animal distribution,
variable detectability of animals in different environments,
various imbalances in sampling effort, unequal accessibility
of different points in space and the animals’ complex
responses to their environment. Furthermore, the increasing
power of telemetry methods presents additional demands
for covariate data at the appropriate temporal and spatial
scale and the focus of telemetry studies on a few individuals
presents non-trivial challenges for population-level infer-
ence. Although these problems are shared by most studies of
space-use and habitat preference there have been few
comprehensive attempts to identify them, review existing
solutions and draw on recent advances in statistical
modelling for new ones.

This study firstly aims to outline each of these
problems, their consequences and a combination of
solutions within a single statistical framework. Secondly,
it aims to illustrate this framework using an extensive set
of satellite telemetry data collected from a sub-population
of grey seals Halichoerus grypus off the east coast of the
United Kingdom.

We draw heavily from three areas of research: general
spatial modelling, the study of habitat preference and the
analysis of individual movement, each of which has, rather
confusingly, developed its own terminology (Hall et al.
1997). To aid clarity and consistency, at least within this
paper, we precede the main body of the text with a section
on definitions. We then review the evolution of regression
models for the analysis of usage and preference and offer
some new ideas that lay the foundations for our methodo-
logical approach. In the larger two sections that follow, we
correspondingly address the paper’s two main objectives.
Finally, we discuss issues of spatial prediction and place our
work in a wider ecological and methodological context.

Definitions

Analyses of geographical space consider the dimensions of
latitude and longitude, and sometimes also elevation or
depth. The spatial distribution of a species is the density of
animals (or, their usage) over geographical space. Environ-
mental space comprises multiple dimensions representing
different biotic and abiotic environmental variables, or
candidate covariates. We define an environment as a
combination of conditions � a single point in environ-
mental space. Although points in geographical space always
have a counterpart in environmental space, the reverse is not
true because several combinations of environmental condi-
tions simply may not exist in nature.

The multi-dimensional envelope in environmental space
in which an animal does or may live, is the realized or
fundamental niche, respectively (Hutchinson 1957). The
term habitat is more ambiguous. Traditionally (Whittaker
and Root 1973) and in common use, it signified the entire
region in geographical or environmental space occupied by
a particular organism. This species-specific definition is not
very useful for modelling usage or preference because it does
not account for gradations in usage within a habitat.
Alternatively, habitat can be defined as any collection of
environments or a cuboid in environmental space. We
prefer this latter definition of habitat because it allows
comparisons between habitats, both within and across
species. Under the coarsest classification of habitats, all
environments belong to the same habitat. In the finest
classification scheme, each environment is a unique habitat
and so is every point in geographical space.

Johnson (1980) defines selection as ‘‘the process in which
an animal actually chooses a resource or habitat’’. Attempts
to quantify selection as a function of environmental
variables have led to the development of resource selection
functions (RSFs-reviewed in Boyce and McDonald 1999,
and Manly et al. 2002). A resource can be permanently or
temporarily depleted by the activity of an organism. RSFs
relate a species’ spatial distribution to environmental
variables that may or may not be depleted by the animals,
so ‘‘habitat selection function’’ might have been a more
intuitive name. The response variable in RSFs is said to be
proportional to the probability of use but, in practice, RSFs
are used to model the disproportionality between usage and
availability, and not usage itself.

In contrast, early work defined preference as the
likelihood of a resource or habitat being chosen if offered
to the animals in equal amounts (Johnson 1980). In wild
animals, which experience unequal habitat availability,
preference is defined as the disproportionality between
usage and availability (used in RSF, Manly et al. 2002).

With all of the above in mind, we adopt the following
working definition: given a habitat classification scheme
(including the two trivial schemes outlined above), habitat
preference is the ratio of the use of a habitat over its
availability, conditional on the availability of all habitats to
the study animals.

The statistical analysis of habitat preference

Hypothesis testing

Given sufficient time for movement, the expected spatial
distribution of a population of unconstrained random
walkers within a region of space is approximately uniform.
By definition, random walkers show no habitat preference.
Their uniform spatial distribution means that they use each
habitat approximately in proportion to its availability, the
total area occupied by the habitat in geographical space.
Deviations from direct proportionality between usage and
availability are interpreted as the tell-tale sign of habitat
preference. The null model of proportional use can yield
selectivity indexes for the ith habitat such as the ratio (wi)
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wi�
ui

ai

(ai�0) (1)

of the expected number (ui) of wildlife telemetry observa-
tions occurring in the ith habitat over the total area (ai)
taken up by that habitat (Manly et al. 2002). Note that this
index of preference includes both habitats that are avoided
and preferred. This can be analyzed by means of chi-
squared tests (Alldredge and Ratti 1992) or classic para-
metric techniques such as multivariate analysis of variance
(MANOVA) (Aebischer et al. 1993).

Regression with discrete covariates

The MANOVA framework can be interpreted as a special
case of regression with discrete covariates (Agresti 1996, Fox
1997). The number of telemetry locations observed in a
particular habitat (û) is a count and, if for the purposes of
data collection, storage, or analysis, geographical space is
represented by a grid, then the number of grid-cells
belonging to a particular habitat is also a count. Therefore,
the index of preference in eq. (1) will always be non-
negative and usually a rational number and will have a
skewed distribution for low counts. Therefore, the number
of telemetry observations in the ith habitat can be modelled
as a heterogeneous Poisson process (Manly et al. 2002) with
rate ui�aiwi

ûi�Poisson(aiwi)
aiwi�aig

�1(hi)�aie
hi �elog(ai)�hi

hi�b0�b1xi;1� � � ��bjxi;j

; (2)

where hi is the linear predictor, g�1( �) is the inverse link
function, x denotes a discrete or discretized environmental
variable and xij denotes the value taken by the jth
environmental variable in the ith habitat under the habitat
classification scheme employed. Log(ai) is known as the
model’s offset. The fact that the coefficients bj are
subscripted by environmental variable and not by habitat,
hints at why eq. (2) is a predictive model: it describes a
trend across environmental space and provides estimates for
the response variable in unobserved habitats. Equation (2) is
a generalized linear model (GLM) whose parameters can be
estimated by likelihood methodology (Agresti 1996, Fox
1997).

This approach still requires a habitat classification. For
some environmental variables (e.g. vegetation type) this
classification may be inherent in the way the data are
collected, but for variables measured on a continuous scale
(e.g. temperature, depth), discrete classes (or bins) are often
constructed arbitrarily, prior to modelling. This can severely
prejudice the results of the analysis: making the classifica-
tion too coarse merges habitats that appear similar to a
human observer but may be perceived differently by the
animals. In contrast, too fine a classification, may lead to a
plethora of habitats that are either non-existent in geogra-
phical space or contain no animal usage. This becomes
more acute in studies with many environmental variables
because the data become more thinly spread over a higher-
dimensional environmental space. Possible remedies include
using a zero-inflated or otherwise over-dispersed Poisson
error (Welsh et al. 1996, Fox 1997) or negative binomial
distributions (Nielsen et al. 2005), or by abandoning

classification in geographical and environmental space (see
below).

Generalized linear models with continuous
covariates

Our Supplementary material demonstrates how the dis-
cretization of geographical and environmental space can be
replaced by a case-control design, similar to logistic-
regression methods used elsewhere (Boyce and McDonald
1999). However, the method proposed here, links control
observations with tagged individuals and selects the values
of the environmental conditions at times corresponding to
the actual telemetry observations. The case-control design
produces a binomial response variable (ûi) which takes the
values 1 for ith (i�1,2, . . .,n) data point if it belongs to
the telemetry data, and 0 for a control data point. This can
be modelled as a Bernoulli process with probability hi

ûi�B(1; hi)

hi�g�1(hi)�
ehi

1 � ehi

hi�b0�b1xi;1� � � ��bjxi;j

: (3)

There are two important points about the response variable
in eq. (3) when fitted to case-control data. First, because the
number of absences used to fit the model is determined
arbitrarily, the case-control approach quantifies the relative
importance of different covariates but not the absolute
abundance of animals. Second, Keating and Cherry (2004)
have recently argued against the suggestion (Boyce and
McDonald 1999, Manly et al. 2002) that, in logistic
models, hi is proportional to expected space-use. We argue
(Supplementary material) that, for a large number of
controls, hi is, in fact, proportional to preference.

To derive usage from hi we follow an approach similar to
that of Lele and Keim (2006) and Johnson et al. (2006).
We assume that the telemetry observations (ûi�1) are
generated from a heterogeneous, spatial Poisson process
whose rate is proportional to the unknown, spatial prob-
ability density function fu(Xs), where Xs is a vector of values
for the environmental variables at position s in geographical
space (Fig. 1a). Similarly, the control observations (ûi�0)
are generated from a user-defined spatial Poisson process
with a rate fa(Xs) (Fig. 1b). In the simplest case, where all
points within a study area are assumed to be equally
accessible, fa(Xs)�A�1, where A is the total area of the
study region. More complex spatial density functions can be
used when such an approximation is inappropriate, e.g. for
central-place foragers (see also Problem 2 below).

By indefinitely increasing the resolution of both the
spatial and environmental grids (operations O1 and O2 in
Supplementary material), the expected number of tele-
metry observations in the ith habitat ui can be approxi-
mated by kufu(Xs)c, where c is the area of a geographical
grid cell and the proportionality constant ku can be
thought of as the expected size of the telemetry data set
and depends on the number of animals tagged and
frequency of telemetry locations. Similarly, the expected
number of controls in the ith habitat kapi (Supplemetary
material), can be approximated by kafa(Xs)c, where ka is
the user-defined quantity of the total number of absences
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Fig. 1. The paper’s fundamental concepts illustrated with an artificial example. The underlying, unknown surface of space-use fu(Xs), in
(a), generated the telemetry observations (û�1), shown as dots. Pseudo-absence data (û�0) in (b) were generated from a spatial rate
fa(Xs), representing the accessibility from the animals’ nominal central place. The distribution of usage in (a) is caused by a single,
heterogeneously distributed environmental covariate Xs (c). This relationship is modelled by the response h in one-dimensional
environmental space (d). Predictions of the response variable in geographical space (e) give a visual representation of preference. The
simulated data in this example, allowed us to perform a spatial comparison between predicted usage fu(Xs) (filled contours) and true,
unobserved usage f

�

u(Xs)(bold contour lines) (f).
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generated in space. Following O1 and O2 the response
variable h(Xs) in eq. (3) tends to

h(Xs)�
kvf u(Xs)

kaf a(Xs) � kvf u(Xs)
: (4)

This probability h(Xs) depends on the values for the
environmental covariates Xs�(x1, . . .,xj, . . .) observed at
spatial location s (Fig. 1c). These environmental conditions
vary spatially (Fig. 1d) and so does h(Xs) (Fig. 1e). Finally,
we can use the dependence between h and Xs, to estimate
spatial usage at location s. Equation (4) can be re-arranged as

f u(Xs)�
h(Xs)

1 � h(Xs)
rf a(Xs); (5)

where, r�ka/ku is the number of controls selected per
telemetry observation. This is a local estimate of usage. Since
it is only based on a random sample of controls, the
cumulative estimated usage over all space will usually deviate
from unity and will need to be normalized. Experimentation
with test data sets has indicated that this does not bias the
estimates of usage. This would still need to be proven
theoretically as part of future work. The normalized map of
usage can be provide the proportion of animals within a
specified region (e.g. a special area of conservation (SAC)),
by integrating fu(Xs) over that region. If the total number of
animals in the region is also known from other sources,
relative usage can be scaled up into a map of absolute
population density.

Preference is then seen as an exponential transformation
of the linear predictor (Lele and Keim 2006, Johnson et al.
2006), multiplied by a constant which accounts for the
unequal number of cases and controls selected

w(Xs)�
f u(Xs)

f a(Xs)
�

h(Xs)

1 � h(Xs)
r�

ehi

1 � ehi

1 �
ehi

1 � ehi

r�ehi r

�ehi�ln(r) : (6)

The case-control design raises the possibility of false
absences (Boyce et al. 2002), a serious problem for small-
scale studies on coarse spatial grids. However, the large
spatial scales of telemetry data, allow us to treat individuals
as practically dimensionless and the probability of encoun-
tering a tagged animal at the exact coordinates of a given
geographic location as practically zero.

Modelling habitat preference: problems and
solutions

The quality of a statistical model is determined by its
accuracy, precision and parsimony (Burnham and Anderson
2002). Specific properties of the environment, the character-
istics of the study animals and the ways that both are sampled,
can cause one or more of these characteristics to suffer (Levins
1966). Loss of accuracy implies biased parameter estimates
and predictions, and loss of precision leads to increased
uncertainty in parameters and predictions. Loss in parsimony
leads to over-parameterized models capable of predicting a
particular data set well, but liable to predict new data poorly.

Below, we discuss eight problems that can cause such
detrimental effects and propose appropriate solutions.

Problem 1: environmental data rarely coincide with
usage data

In relating wildlife telemetry data to environmental variables
it is implicitly assumed that the study animals experience the
same conditions described by our environmental data.
However, environmental data are usually collected indepen-
dently of wildlife telemetry data and unwanted interferences
(e.g. cloud cover obscuring remote sensing) or logistical
constraints (e.g. limited observation time) can lead to
incomplete spatial coverage. Consequently, it is rarely known
exactly what conditions the animals are responding to, at any
given point in space and time. This reduces model precision,
increasingly so with highly heterogeneous and dynamic
environmental variables (Isaaks and Srivastava 1990).

To address the lack of environmental data some modern
tags also collect data about the animals’ environment
(Fedak 2004), but such valuable technological improve-
ments tell us nothing about conditions at points not visited
by the tagged animals. This information is just as important
for the analysis of preference.

If the errors produced by the environmental survey
method are negligible then an interpolated surface that is
constrained to pass through the survey observations, can be
used (Ripley 1981). However, if, the environmental data
contain measurement error (e.g. data on prey density) or
process stochasticity (e.g. meteorological variables), smooth-
ing techniques are more appropriate estimation methods
(Ripley 1981, Silverman 1986). Approaches such as kernel-
smoothing (Silverman 1986), attempt to reproduce the
mean and underlying distribution of the stationary process
that generated the survey data. Interpolation and smoothing
can be seen as the two extremes of the methodological
spectrum for density estimation. A third estimation
technique, kriging (Isaaks and Srivastava 1990), first models
spatial autocorrelation in the form of the variogram which it
then uses for estimation. An appealing aspect of kriging is
that it can behave as a spatial interpolator as well as a
smoother depending on the variogram intercept.

Problem 2: points in space are not equally accessible
to the animals

The precise definition of habitat availability is important
when modelling preference (eq. 1). Measuring it as the total
area taken up by a particular habitat either implies that
animals have access to all points in geographical space
equally (perfect mixing) or that, within their sensory range,
they always experience a representative sample of habitats
(representative perception) (Garshelis 2000).

Often studies of preference take a pragmatic approach,
focusing on arbitrarily-defined regions of geographical space
(Manly et al. 2002). Others (Johnson 1980) identified
accessible space as the estimated animal’s home range. This
still assumes that all points within the home range are
equally accessible from its centre and that accessible points
outside the observed home range are simply not preferred.
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Other researchers have taken a more mechanistic
approach by calculating the accessibility of points in space
from the animals’ starting position, speed and mode of
movement, travel duration and travel medium/obstacles.
Such models have been developed for both nomadic
(Arthur et al. 1996, Hjermann 2000) and central-place
foragers (Matthiopoulos 2003b), and can be parameterized
from readily available data. Their output is a spatial surface,
representing the likelihood of observing an animal at a
given point, given no habitat preference. It can be treated as
a probability density function fa( �) from which random
points can be sampled to construct the set of absence points
for eq. (3). Since preference is defined as the likelihood of a
habitat being chosen if offered to the animal in equal
amount, selecting the absence data from an accurate
accessibility surface keeps the response variable (eq. (3)
and (4)) in agreement with the definition of preference and
eq. (1).

Certainly, accessibility surfaces will never be perfect and
discrepancies between the response variable and true
preference will cause the model to over- or under-predict.
To absorb these residuals some measure of accessibility (e.g.
distance from the central place) can be incorporated into
the model as a candidate covariate.

Problem 3: sampling effort in telemetry studies is
rarely balanced across individuals

With the exception of studies of rare species, which may be
interested in the particular animals carrying the telemetry
tags, most habitat preference studies aim to make inferences
about the behaviour of the entire population to which the
tagged animals belong. All population-level inferences are
subject to sampling error. In telemetry studies, sampling
error is usually large because, due to logistical constraints,
only a small sample of animals are tagged and because
sampling effort between tagged individuals is almost never
balanced. Also, capture and tagging effort may not be
spatially uniform and might not sample animals of different
ages and sex representatively. Therefore, estimating habitat
preference by pooling telemetry data from all individuals is
likely to bias the results towards certain data-rich indivi-
duals, types of individuals or regions of geographical space.
The alternative, is to recognize the natural hierarchy of
sampling units (Fig. 2) and use an error structure that more
accurately reflects the variability within and between
different levels of this hierarchy (Thomas and Taylor
2006, Gillies et al. 2006). Multi-level or mixed-effects
models (Pinheiro and Bates 2000, Fox 2002), can simulta-
neously model the behaviour of the average individual using
the population mean (fixed-effect) and the variability in the
behaviour across individuals using random effects. Equation
(3) can be modified into a mixed-effects model as follows:

ûi�B(1; hi)

hi�g�1(hi)�
ehi

1 � ehi

hi�b0;m�b1;mxi;1� � � ��bj;mxi;j� � � �

: (7)

The coefficients b are, themselves, random variables that
can either be specified with a mean and variance, or
modelled as functions of class-member characteristics. For

Fig. 2. Illustration of the hierarchy of sampling units in telemetry
data. The population (a) comprises sub-populations (b), each of
which contains several individuals (c). Every individual makes trips
(d) to sea during which telemetry observations (e) are collected.
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example, to capture the individual variation within a group
of animals, the class must be defined as the group of
individuals. Class-member characteristics appropriate for
that class might be an individual’s age, sex or mass. Hence,
the coefficient bj,m that quantifies how the mth individual
responds to the jth environmental variable can be given as
a linear combination of individual-specific characteristics
(zk,m) using coefficients (bj) that refer to the entire group

bj;m�bj;0�bj;1z1;m� � � ��bj;kzk;m� � � � vj : (8)

Individual characteristics (zk,m) enter the linear predictor as
interactions with the environmental covariate (xl,j)

hi�b0;m�b1;mxi;1� � � ��(bj;0xi;j�bj;1z1;mxi;j� � � �
�bj;kzk;mxi;j� � � ��vxi;j) � � � : (9)

The coefficients b are also known as the fixed effects. The
random effect accounts for the within-class (in our
application, between-individual) variability. They are de-
noted as v0, v1, . . . ,vj, . . . and are commonly assumed to
have a joint multivariate normal distribution with mean
zero and a variance-covariance matrix c, representing
within-class variability (Pinheiro and Bates 2000). The
estimation procedure for mixed-effects model returns values
for the fixed effects and estimates of c for the distribution
of the random effects.

In some cases, the responses of individuals to environ-
mental variables are distributed non-normally around the
population mean response. Specifically, a few individuals
may have extreme responses (implying a non-normal
kurtosis for the random effect) or their responses may be
asymmetric around the average population response (giving
rise to a skewed distribution for the random effect). These
two deviations from normality cause imprecision in the
estimates of variance for the random effects and biases in
the estimates of the fixed effects, respectively. If such
deviations are a consistent result of identifiable character-
istics of the individual then these can be included in the
model to explicitly account for individual variation and
yield normally distributed random effects. If they are
unknown, a non-normal random-effect distribution may
be required.

Problem 4: some environmental variables may be
cross-correlated

Certain large-scale processes (e.g. meteorological or geolo-
gical) may influence most of the environmental variables
that might be used to explain usage. Furthermore, interac-
tions between environmental variables are often just as
strong as the links between them and usage. Both of these
mechanisms may lead to correlations between one candidate
covariate and another (colinearity) or a linear combination
of others (multi-colinearity) (Cramer 1985).

A corollary of the existence of multi-colinearity in multi-
variable models is that the dimensionality of the model is
not entirely supported by the data. Using such an
unparsimonious model results in unstable parameter esti-
mates that may have large standard errors and be sensitive to
outliers (Fox 1997). Colinearity needs to be detected and
treated, particularly if biological interpretation of the
model’s parameter estimates and associated variances are

important and if the model is to be used for predictions
elsewhere.

The simpler cross-correlations are usually detected by
inspecting pair-wise plots. Multi-colinearities can be de-
tected with variance inflation factors (VIFs) (Fox 1997).
Recent approaches, using GLMs, have also treated the
consequences of multi-colinearity by using VIFs to adjust
the standard errors of model parameters (Fox 1997). This is
a promising approach and we look forward to its implemen-
tation for mixed-effect models.

Other treatments of colinearity involve obtaining un-
correlated transformations of the candidate covariates by
means of techniques such as principal components analysis
(Jolliffe 1990). A disadvantage of this approach is that the
principal components of several environmental variables are
difficult to interpret biologically. Alternatively, colinearity
can be treated by dropping as many environmental variables
as required, by means of model-selection criteria such as the
change in deviance, approximate F-tests, or information
criteria (ICs) (McCullagh and Nelder 1989, Hastie and
Tibshirani 1990, Burnham and Anderson 2002). Auto-
matic model-selection may be supervised by using existing
biological knowledge on the causal relationships between
variables.

Problem 5: species distributions are spatially
autocorrelated

Positive spatial autocorrelation is a typical characteristic of
animal distributions. It leads to nearby geographic loca-
tions having more similar values of usage than would be
expected by chance. In telemetry data, this is manifested as
clusters of observations in space which, in itself, is not
problematic. In fact, this interdependence between points
in space is usefully employed by all usage estimation
techniques (such as interpolation, smoothing and kriging,
discussed above) (Blundell et al. 2001, Matthiopoulos
2003a). In habitat preference studies, it is hoped that
autocorrelation in usage is a result of autocorrelation in the
available covariates and therefore that it will be captured by
the model. However, sometimes the best-fitting model
presents residual autocorrelation: it systematically over/
under-estimates usage in entire regions of geographical
space. Such residual (positive) autocorrelation violates the
central assumption of independence leading to under-
estimates of the standard errors for the parameters (a false
increase in model precision) and a more likely inclusion of
irrelevant environmental variables (i.e. a loss in model
parsimony).

Residual autocorrelation can be detected by Moran’s I,
Geary’s C (Cliff and Ord 1973), or by constructing spatial
variograms of the model residuals (Isaaks and Srivastava
1990). If there is no significant residual spatial autocorrela-
tion, no action needs to be taken. If residual spatial
autocorrelation is detected, it could be due to either
extrinsic (e.g. autocorrelated environment) or intrinsic
(e.g. conspecific attraction, dispersal limitations) factors
(Legendre 1993, Keitt et al. 2002, Overmars et al. 2003).

Extrinsic factors give rise to residual autocorrelation either
because an important, autocorrelated covariate has been
omitted from the model, or due to model mis-specification
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(Cliff and Ord 1973). So, when extrinsic causes are
suspected, the first step is to introduce new covariates and
ensure that the model is sufficiently flexible. Persistent
residual autocorrelation may warrant the use of conditional
and simultaneous autoregressive models (CAR and SAR,
respectively � Keitt et al. 2002), also known as models with
spatially filtered variables, or geostatistical models such as co-
kriging (Stein and Corsten 1991).

An intrinsic cause means that observing an animal at a
point in space is a direct consequence of the presence of
conspecifics at neighbouring points. Alternatively, spatial
auto-correlation may be the result of temporal auto-
correlation within individual data sets from single indivi-
duals (see below). Remaining intrinsic auto-correlation (e.g.
due to presence of conspecifics) can be dealt with by
augmenting the model’s linear predictor with an auto-
covariate that is derived as a weighted function of values of
the response variable in the neighbourhood of that point
(Cliff and Ord 1973, Keitt et al. 2002). These spatial
models exist for both normally (Keitt et al. 2002) and non-
normally distributed response variables, such as the auto-
logistic (Augustin et al. 1996), the auto-Poisson (Huffer
and Wu 1998) or GLMMs with auto-correlated random
effects (Diggle et al. 1998, Stephenson et al. 2006).

Unfortunately, likelihood estimation for the latter models
requires computationally expensive high-dimensional nu-
merical integration, which is especially problematic for the
large quantity of data produced by telemetry studies.

Although the use of these spatial models will become
increasingly important in future studies, the current lack of
guidelines for model structure and estimation software
makes them an impractical proposition. A more practical
method may be to use a conservative model selection
protocol involving a higher penalty in the information
criteria, or to implement model selection by re-sampling,
e.g. cross-validation. It should be noted that cross-validation
and the use of models that explicitly model residual spatial
autocorrelation are not mutually exclusive.

Problem 6: telemetry locations from the same
individual are serially correlated

The degree of dependence between two successive observa-
tions (response�1) from the same animal depends on how
fast it moves, the frequency of observation and repetition in
behaviour. If, additionally, the environmental variables are
strongly spatially autocorrelated, the two observations are
likely to occur in similar environmental conditions (Fig. 3).

Fig. 3. The extent of inter-dependence in telemetry data is determined by how fast the animals move and how often they are observed
(serial autocorrelation), and by the degree of similarity in conditions between neighbouring points in space (spatial autocorrelation). The
assumption of independence is most severely violated when frequently sampled data are regressed against strongly autocorrelated
environmental variables (part d).
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Biologically, this may exaggerate the impression of pre-
ference for these conditions. Statistically, it will lead to
underestimation of parameter uncertainty (a false increase
in precision) and the possibility of retention of irrelevant
environmental variables during model selection (loss in
parsimony).

One solution is to discard observations based on the so-
called ‘‘time to independence’’ (Swihart and Slade 1985).
However, this treats dependence between two points as
either present or absent. In reality, there are degrees of
independence and censoring the data leads to a data-set that
is not completely free of autocorrelation and poorer in
information since the discarded points contained some
information (Rooney et al. 1998). Alternatives are post-hoc
adjustments of the model’s degrees of freedom or permuta-
tion tests (Legendre 1993).

Aebischer et al. (1993), point out that the objective of
most ecological studies is to draw inferences about the
population, and therefore that biological hypotheses must
be tested at the level of the individual animal rather than the
telemetry observation. Issues with temporal autocorrelation
are therefore thought to be avoided by using the animal as
the sampling unit.

Mixed-effect models, can explicitly capture both within-
individual stochasticity (as the variance of the fixed effects)
and between-individual variation (as the random effects).
Some of our simulations indicate that, in mixed-effects
models, residual serial correlation still causes under-estima-
tion of the fixed effects variance, but leads to increases in the
variance of the random effects. This is because the serial
correlation results in artificially low, within-individual
variability, which makes individuals appear more distinct
from each-other. Using hypothesis-testing to make popula-
tion level inferences based on the random effects, rather
than standard errors of fixed-effects models, is therefore
more conservative.

To draw inferences about the distribution of a species,
model selection is increasingly being used in preference to
hypothesis-testing. The ICs used may lead to unnecessarily
complex models, if serial autocorrelation is not mo-
delled in the likelihood. However explicitly modelling
the serial autocorrelation in the data is computationally
very demanding.

When modelling habitat preference, serial dependence is
aggravated by the existence of strong spatial autocorrelation
in the covariates (Fig. 3), the use of autoregressive or spatial
error models for treating the effects of spatial autocorrela-
tion (see above) could also help reduce the consequences of
serial autocorrelation (Augustin et al. 1996). This would
involve specifying the correlation as a function of spatio-
temporal displacement between telemetry observations but,
to our knowledge, no studies have implemented these ideas
for GLMMs.

In the absence of the technical and computational
capability to model serial autocorrelation for large and
complicated datasets, it is imperative to find a practical
treatment of its consequences for model selection. We
advocate the use of cross-validation, on the basis of
arguments similar to those presented for spatial autocorrela-
tion (see Problem 5 above).

Problem 7: animals are not equally detectible in
different habitats

If telemetry observations are received at a constant rate,
their number in each habitat is an unbiased estimate of the
proportion of time spent there. However, the rate of data
acquisition may be affected by 1) behaviour (e.g. different
detectability of individuals when travelling or foraging), 2)
the environment (e.g. reduced signal transmission caused by
dense forest canopy), and 3) satellite reception (e.g. orbital
variability in satellite coverage). Environmental conditions
can affect detectability and bias the estimates of usage either
directly (e.g. forest canopy) or indirectly (i.e. change of
behaviour).

Frair et al. (2004) suggest quantifying the rate of data
acquisition as a function of environmental variables and
incorporating this into the habitat preference model.
However, it is difficult to obtain estimates of detection
probability independently of the telemetry data, particularly
for inaccessible (e.g. marine) areas and, generally, impos-
sible to account for behavioural influences on detection.

Alternatively, the path of the individual can be recon-
structed using either interpolation or smoothing techniques,
to obtain a sample of locations at regular time intervals.
Although this reduces the bias in parameter estimates, the
precision with which the position of the animal can be
obtained from a reconstructed path, at any given instant,
varies with the number of observations around that instant.
Consequently, the reconstructed response data in poor-
reception habitats or cryptic modes of movement will be
less precise (Patterson et al. in press). On the other hand,
path reconstructions based on smoothing can improve
overall precision by correcting some of the erroneous
outliers in the raw data.

Problem 8: animals respond non-linearly to their
environment

Ecologists are interested in the direction (preference/
avoidance) of the animals’ response to environments but,
also, in its shape. Although GLMs can include non-linear
transformations of covariates, it is often unknown a-priori
what these functional relationships should be. Additionally,
higher order polynomials may lead to extreme (high or low)
values of the transformed explanatory variable, which
complicates parameter estimation and may lead to oscilla-
tory behaviour. In generalized additive models (GAMs), the
appropriate functional form can be dictated by the data
using scatter-plot smoothers or splines (Hastie and Tib-
shirani 1990, Wood 2006). Compared to non-linear
transformations, splines are on average more flexible (per
DF) and they permit local flexibility through knot selection.
The GAM equivalent of the linear predictor in eq. (7) is:

hi�b0;m�s1(xi;1)� � � ��sj(xi;j)� � � �
where

sj(xi;j)�
XK

k�1

bk;jf k;j(xi;j)
: (10)

Smoothers are classified as either parametric (e.g. b-splines,
natural splines) or non-parametric (e.g. running mean, bin
and kernel). Most parametric smoothers apply a set of
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pre-defined (e.g. cubic polynomial) transformations f( �),
known as basis functions or the column of a spline, to an
explanatory variable. Each basis function is constructed
from the explanatory variable and a set of pre-specified
points on the x-axis, known as knots, which are often based
on quantiles of the explanatory variable (Ramsay 2005).
Each basis function is specified by a different set of knots
and therefore behaves differently at different parts of the
range of values taken by the explanatory variable. The set of
basis functions, evaluated at the covariate values, can be
implemented as a new set of covariates, replacing each of
the original environmental variables in eq. (7).

In a mixed-model approach, the b’s are random variables
rather than parameters (eq. (7) and (9)). Since each basis
function, applies to a particular range of the covariate, the
mixed-effects approach models the amount of individual
variation at different values of the covariate. This detects
whether different individuals are affected by particular
covariates but, also, whether the shape of this relationship
differs between individuals.

Case-study: grey seals Halichoerus grypus in
the UK

Grey seal natural history

An estimated 130 000 grey seals inhabit the coasts and seas
around the British Isles (SMRU 2005). They stay on land

for breeding (Oct.�Nov.) and moulting (Jan.�March). In
the rest of the year, individuals aggregate on coastal sites,
known as haulouts. When at sea, grey seals perform
predominantly (88% of times) return trips to the
departure haulout site each lasting, on average, 2.33 d.
They are not completely site-faithful, occasionally per-
forming trips to haulouts hundreds of kilometres away
(McConnell et al. 1999).

Grey seal diet varies considerably between individuals,
across space and seasons, partly due to spatio-temporal
variation in the availability of their �20 prey species
(Hammond et al. 1994). Nevertheless, they consistently
take sandeels Ammodytes marinus, a small cryptic species
that spends part of its life buried in coarse sediment (Wright
et al. 2000).

Methods

Response variable
In the period 1991 to 2001 a total of 58 grey seals were
caught at the Farne Isles (55838?N, 1837?W), Abertay
(56824?N 3805?W) and Isle of May (56819?N, 2856?W)
haulout sites (Fig. 4a) and fitted with a satellite relay data
loggers (SRDLs) (McConnell et al. 1999).

During their lifetime, the SRDLs sent UHF signals to
two polar-orbiting Argos satellites. The location of the
animal was determined using the Doppler shift in
frequency of the signal (Argos 1989). These estimates

Fig. 4. Examples of data used in the model: filtered telemetry observations superimposed on the accessibility surface (a), control locations
drawn from the accessibility surface (b), plot of % mud in the sediment (c) and sea-bottom depth (d). The white circles in (a and d),
represent Abertay, Isle of May and the Fames (from N to S).

149



are vulnerable to bias and imprecision when they are based
on a low number of successive uplinks. In particular,
because the distribution of the Argos observation error for
poor-quality locations is thick-tailed (Vincent et al. 2002)
the data contained a small number of highly erroneous
location fixes which had to be removed (as per McConnell
et al. 1992). To treat error in the remaining data we used
a smoothing algorithm developed (M. Lonergan pers.
comm.) within the MGCV package in R (Wood 2006).
This uses a GAM to produce a smooth path in space as a
parametric function of time. Location quality (LQ), is
used to weight the influence of different locations by the
inverse of their error variance, as given in Vincent et al.
(2002). From these smoothed paths we obtained inter-
polated positions at 3-h intervals.

Habitat preference depends on the type of activity
performed by the animals. Different habitats may be
suitable for different activities such as resting, breeding,
migrating or foraging. We were primarily interested in
foraging behaviour and therefore restricted our attention to
telemetry data from return trips (individual forays outside
the 5 km radius around the haulout). We only included
individuals for which we had in-excess of 7 d of return-trip
data. We used the Farnes data for fitting/model-selection
and the Abertay data to assess the model’s ability to
extrapolate geographically.

The error-corrected and temporally-interpolated animal
locations represented a sample of points in geographical
space visited by the tagged grey seals (presence data).
These were complemented with a set of points not visited
by the study animals (control data, i.e. response�1).
Some control points could, in fact, be used by the animal.
Since each matches to a telemetry location, we can assume
that the animal did not visit that point in space at that
time instance. Control points were selected from the
surface of accessibility calculated by Matthiopoulos et al.
(2004)

a�
�

d

5

��1:98

; (11)

where d is the at-sea distance (in km) between any point
in space and the haulout.

The mathematical results pertaining to case-control
studies (Prentice and Pyke 1979) are asymptotic, meaning,
in this context, that habitat availability is only approxi-
mately represented in the sample of response data, the
approximation improving with an increasing number of
absence data. The number of absence data necessary to
obtain a sufficiently good approximation will vary from
study to study. For our data, estimated coefficients
remained effectively unchanged when the 0s were at least
twice the 1s.

Explanatory variables
We selected environmental variables on the basis of
possible biological relevance and the availability of data.
In studies of habitat preference, the variables that are seen
as most relevant to the study-species are often the most
data-poor. In apex marine predators, such as grey seals,
this predicament is particularly true because grey seals eat a
large number of prey species, each having its own patterns

of spatio-temporal variation and because fish distribution
data are notoriously difficult to collect. We found little
readily usable prey data and opted instead for three static
variables: sediment type, sea depth and distance from the
haulout. Although this decision was motivated by data
sparsity, it was further justified by the requirements for a
parsimonious, predictive and, yet, biologically relevant
model: a model using static environmental variables is
more parsimonious because it only requires that the
distribution of foragers is the result of time-invariant
environmental cues. Furthermore, developing a predictive
model of grey seal distribution that relied on the
continued measurement of species that are just as variable
would defeat the purpose of the exercise. So, even if prey
data were available, they would be of little use for future
model predictions. On the other hand, if prey distribu-
tions are predictable, either by seals or by human
observers, it will partly be from cues provided by
geophysical variables such as the ones we have used.

Sediment type was derived from British Geological
Survey (BGS) data obtained from core samples, spaced,
on average, at 5 km intervals throughout the study area.
The raw data were given as a percentage-by-weight of gravel
(defined as particles �2.0 mm in diameter), sand (particles
0.0625�2.0 mm in diameter) and mud (particles B0.0625
mm in diameter). We used a random sub-sample of cores to
calculate the semi-variogram (Isaaks and Srivastava 1990)
characterizing the spatial autocorrelation of each of the
three sediment components. The semi-variograms were
then used to generate kriged estimates of each sediment
component throughout the study region, at a resolution of
1 km2. We kriged the three sediment components
independently despite the fact that they were complemen-
tary percentages but the sum of estimated percentages over
all grid cells had an average value of 101% with standard
deviation of 5%. Local estimates were then normalized to
100%. For modelling, we used only two (% mud and gravel
� Fig. 4c) of the three sediment components to avoid severe
problems of multi-colinearity (see above).

Sea depth data was obtained from the British Geological
Survey (BGS) Digbath250 Bhttp://www.bgs.ac.uk/products/
digbath250/�. This was represented by bathymetric con-
tour lines every 10 m between 0 and 100 m, every 20 m
between 200 and 400 m and every 100 m at depths
exceeding 400 m. We transformed these maps using an
equal-distance projection (National Grid of Great-Britain).
We placed points at 1 km intervals along the contour lines
and interpolated linearly between these points to obtain
depth estimates for every point of the regular, 1 km grid
(Fig. 4d). To account for residual issues of accessibility, we
used at-sea distance from the seals’ departure haulout
calculated on a grid of 1 km resolution (Fig. 4a).

Model structure
The basic structure of the model followed from eq. (3)

ûi�B(1; hi)

hi�g�1(hi)�
ehi

1 � ehi

: (12)

The linear predictor (hi) was structured as a GAM with a
maximum of four covariates
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hi�b0�s1(distancei)�s2(depthi)�s3(mudi)

�s4(graveli)�b0�
X6

k�1

b1;kf 1;k(distancei)� � � � ; (13)

where each spline s( �) was a flexible function of each
covariate, and bj,k was the random effect parameter for the
kth out of 6 basis function of the spline for the jth
explanatory variable. We used b-splines because they afford
local control in modelling the response at different domains
of the explanatory variable and produce robust results in
data-poor regions of environmental space (Ramsay 2005).
For each explanatory variable, we used a b-spline (with
intercept) requiring 6 DF; two boundary knots and two
internal knots at the 33 and 66% quantiles of the frequency
distribution of observed values of the environmental
variable at the coordinates of the telemetry observations.
Although it is possible to select spline flexibility by cross-
validation (Wood 2006), computational restrictions forced
us to pre-specify the position and number of knots.
However, as a minimum preventative measure against
over-fitting, we compared the performance of the GAM
with the output of a GLM.

Equation (13) was implemented as a mixed-model. Each
parameter bj,k was treated as a normal variable, containing a
fixed effect bj,k (applicable to the entire population of
animals), and a random effect error term vj,k�N(0,sj,k),
representing the variability in the response of different
animals to the kth spline of the jth explanatory variable.
This model is similar to a generalized additive mixed model
(GAMM � Wood 2006). Individual variation may partly be
due to individual characteristics such as sex and length,

bj;k;m�bj;k;0�bj;k;1sexm�bj;k;2lengthm�wj;k; (14)

where m refers to an individual animal and ‘‘length’’ was
measured from nose to tail. Incorporating these helped
account for possible biases in sampling effort across
different types of animals and was a practical way of
modelling deviations from normality in the random effect
(see above). Other possibilities were the mass and age of the
animals. We excluded mass because it was strongly
correlated with length and it is harder than length to
observe remotely. Age was excluded because it wasn’t
recorded for 5 individuals and its inclusion would necessi-
tate a considerable reduction in sample size.

Parameter estimation
GAMMs are usually estimated by penalized quasi-likelihood
(PQL) or maximum-likelihood methods (ML). PQL is fast
and produces nearly unbiased parameter estimates but does
not produce a likelihood for use in model selection. ML
techniques produce exact marginal likelihood estimates, but
are computationally expensive because, for every candidate
set of parameter values, they need to perform a numerical
approximation of the likelihood over all possible realizations
of the model’s random effects term. The likelihood function
for mixed-models is (Pinheiro and Bates 2000)

L(b;cjû)�
YM

m�1
g p(ûmj bm; b;c)p(bmjc)dbm; (15)

where bm is a vector of random effects, each applying to a kth
basis function for the spline of the jth covariate (eq. (14)) of

the mth of a total of M individuals. The integrand in eq.
(15) consists of the response and the random effect
components. The random effects component (p(bmjc)), is
a multivariate normal probability density function with
means 0 and variance-covariance matrix c. The random
effect variances (diagonal elements of c) represent the
individual variation in the animals’ response to environ-
mental variables. The covariances (off-diagonal elements)
quantify within-individual correlations in the response. For
GAMMs, the number of covariances is generally large and
estimating c is computationally difficult. We therefore only
estimated the variances of the random effects.

The response component of the likelihood was modelled
as a binomial probability

p(ûmj bm; b;c)�
Yn

i�1

h
ûm;i

i (1�hi)
(1�ûm;i); (16)

where ûm,i is ith observation from the mth individual and hi

is the response as defined in eq. (12�14). The ML estimates
are the values of the parameters b and c, that maximize eq.
(15). We used the automatic-differentiating model-builder
(ADMB) and its random effects module (Skaug 2002,
Otter Research 2004) to minimize the quantity � L(b,cjû).
ADMB-RE first approximates the likelihood using the
Laplace approximation and importance sampling. It then
uses automatic differentiation to obtain exact derivatives of
this approximation, which it maximizes with a quasi-
Newton method (Skaug 2002).

Model selection and model validation
Information criteria (IC) such as the Akaike information
criterion (AIC) or the Bayesian information criterion (BIC)
(Burnham and Anderson 2002) achieve parsimony by
penalizing the likelihood of the model by the number of
parameters it contains. Therefore, the effectiveness of IC
relies on the correctness of the assumptions underpinning
the likelihood function. In telemetry studies, violation of
the independence assumption can lead to over-fitted models
(see above). We used IC only as a rough guide and relied on
cluster-level cross-validation for final model selection. We
initially fitted GAMMs to a subset of the data (19 out of 29
individuals) from the Fame Isles. When defining the model
and validation datasets, we split the different types of
individuals equally to facilitate the detection of individual-
specific effects on habitat preference. We started with an
intercept-only model and used forward model-selection
(with AIC) to arrive at a model containing all four
environmental variables. This reduced the number of
models to be investigated by cross-validation from a
possible 41 to 5. From these, we selected the one with
the highest explained deviance in predicting the data from
the remaining 10 animals. This still left room for over-
fitting because the number of knots used for each
environmental variable was pre-specified. As a minimum
measure against over-fitting, we replaced each spline in turn
by a linear term and retained the changes that improved the
model’s performance in cross-validation.

The selected model was then extended with individual
characteristics (i.e. sex and body-length). Again, forward
model selection based on AIC was used to arrive at a set
of candidate models, each of which was validated against
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the independent test data set to yield a final model. To
assess this model’s predictive performance, we estimated
the likelihood of our model and its parameter estimates,
under data from 13 individuals from a neighbouring sub-
population, in Abertay. We compared this value with,
similarly calculated, likelihoods for 5 other candidate
models.

Predicting spatial usage
Equation (6) can be used to calculate the expected usage
fu(Xs) around every point s in space, given values for the
environmental variables and accessibility fa(Xs) This requires
predicting hi which, for random-effects models, is not
straightforward: assuming, for simplicity, that individual
characteristics are not included in the model, the random
effects bj are normally distributed with mean bj�bj and
variance s2

j : The response hi is modelled as a non-linear
function (logit�1) of the linear predictor containing the
random effects. This means that the distribution of the
random effects viewed on the scale of the response is
transformed and, therefore, the fixed effects part bj is no-
longer the mean of this distribution. Consequently, predic-
tions of usage generated from the model using the fixed
effects alone, are not the same as the average predictions from
multiple realizations of the random effects. In practice, the
best way to calculate hi, is as the average of a random sample
of predictions generated from the estimates for the fixed
effects bj, incremented by a value drawn from N(0;s2

j ):
Individual characteristics (e.g. sex and body length), can

be drawn randomly from the pool of observed values
associated with the sample of tagged individuals but, to
avoid catching effort biases, it is better is to use other
sources. For example, the age-/sex-structure could be
obtained from demographic models (but this requires
precise estimates of vital rates or age structure) and the
distribution of body lengths could be derived from aerial
transect surveys.

We predicted usage fu(Xs) on a 1 km resolution grid.
Every such map obtained for a single realization of the
model’s random effects can be thought of as the space-use
of one individual from the population. However, such
surfaces did not exactly add up to 1 (and needed to be
normalized) primarily for two reasons: first, the environ-
mental conditions at some points in space were outside the
range of the data used to fit the model (e.g. the distribution
of values for the sediment and depth variables was heavily
skewed to the right). Extrapolating usage to these points
occasionally led to spurious, local over-estimates. We
therefore excluded predictions outside the ranges of these
environmental variables. Second, only a sample of points
was included in the analysis and therefore, by chance,
relatively more- or less-preferred environmental conditions
might exist within the study area compared to the data.

Some applications may require the absolute, rather than
relative, population density in space. Matthiopoulos et al.
(2004) estimated that there are 2950 (95%CI: 2742�3159)
individuals associated with the Farne Isles. Additionally, our
analysis disregarded 1) usage within 5 km of the haulout, 2)
regions in space for which no environmental data were
available and 3) all points that were outside the range of
environmental data. Expected population density was

therefore approximated by scaling usage by N(l�p) where
p is the proportion of telemetry observations that fell in the
excluded spatial regions.

Predicting preference
The areas receiving more usage than expected by chance
(taking into account accessibility), are said to be preferred.
Spatial plots of preference indicate the position and extent
of these areas, also known as ‘‘hotspots’’. Preference w at a
point s can be calculated using eq. (7) which holds for all r.
As the number r of controls per observation increases, the
response variable hi becomes small, usually much smaller
than 0.5. For these values of h the ratio hi/(1�hi) is
approximated well by h,

w�r
hi

1 � hi

$hir8hi (for large r); (17)

which is in agreement with eq. (S4) (Supplementary
material) derived for r tending to infinity. Equation (7)
relies on accurately modelling accessibility. To account for
biases in fa(Xs) we included distance to the haulout as an
additional covariate. Hence, plotting w(Xs) from eq. (7),
does not purely reflect the animals’ preference for environ-
mental variables. By breaking up the linear predictor into
three additive components, preference can be re-written

f u(Xs)

f a(Xs)
�rexp(b0)exp(hdistance)exp(henvironmental variables); (18)

which implies

f u(Xs)

f a(Xs)exp(hdistance)
8exp(henvironmental variables): (19)

The expression on the left is preference, corrected for
the biases in the accessibility model, and therefore
exp(henvironmental variables) can be used to generate spatial
plots of preference.

Results

Response and environmental variables
From a total of 58 individuals caught on the Farnes,
Abertay and the Isle of May, 42 provided enough data to
be included in the analysis. Tag life (minimum 2.5 d,
maximum 329 d, average: 109 d) and transmission
intensity (minimum 0.91, maximum 10.4, average: 5.9
locations d�1) varied greatly between individuals, leading
to large differences in sampling intensity between indivi-
duals. Most individuals were caught in early spring and
summer and consequently there was large temporal over-
lap in sampling intensity between individuals, with most
data around August and the least in February. Preference
may change due to temporal changes in resource avail-
ability, the environment, or individual requirements. This
implies that our results may only apply to the period of
data collection. Following pre-processing of the satellite
data (error-correction and path reconstruction) the Farnes
data-set comprised a total of 2315 telemetry observations
(Fig. 4a). We randomly selected twice as many points
from the accessibility surface (Fig. 4b). The combined
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presence and absence data constituted the response data
that were regressed against the environmental variables
(examples shown in Fig. 4).

Model selection
Model-selection (Fig. 5a) using the Farnes data suggested a
model containing all environmental variables. The variables

‘‘distance to the haulout site’’ and ‘‘% mud in the
sediment’’ accounted for 87% of the total explained
deviance. This model also performed best with the Farnes
validation data set (Fig. 5b). The sequential replacement of
the splines by un-transformed environmental variables
generally led to inferior models. However, a model with
no splines for gravel performed better with both validation
data sets.

Based on the AIC, the interactions between %mud and
body length, %mud and sex, distance to the haulout and

Fig. 5. Model selection (a) and validation (b) using only
environmental covariates. Forward model selection based on 19
individuals from the Fames (a) resulted in a sequence of
increasingly complex models. The length and direction of the
arrows indicate the change in AIC following the addition of each
covariate. Solid arrows indicate the variables that led to the largest
improvement in AIC. Using cross validation with additional data
from 10 different animals of the same sub-population (b), enabled
us to select the most parsimonious model from the sequence of
models generated in (a). Using data from the Abertay sub-
population enabled us to validate the robustness of model selection
under extrapolation. A black cross indicates the best model for
each of the three data sets.

Fig. 6. Model selection (a) and validation (b) for models
containing individual characteristics. Starting with the model
selected in Fig. 5, we incrementally added individual character-
istics and interactions (a). Additional data from different animals
belonging to the same sub-population (Fames Isles), enabled us to
select, from the candidate models created in (a), a parsimonious
model by cross-validation (b). Data from the Abertay sub-
population were used to validate the robustness of model selection
under extrapolation. A black cross indicates the best model for
each of the three data sets.
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length, and %gravel and length led to better models (Fig. 6a)
but, only the interaction between the nose-to-tail length of
the individual and %mud in the sediment led to an
improvement (Fig. 6b) under cross-validation.

Assessment of predictive performance using the Abertay
data indicated that the model containing all environmental
variables was outperformed slightly by a model without
depth. Inclusions of individual characteristics did not
improve the predictive performance.

We used semi-variograms to detect spatial autocorrelation
in the response and residuals. The response variable was
positively autocorrelated but the residuals were not, suggest-
ing that all important covariates were included in the analysis.

Relationships of environmental variables with the response
Distance to the haulout had a tight negative relationship
with the response, implying that usage far away from
the haulout was over-predicted by the accessibility model
(Fig. 7a). The second most important variable was %mud
which also had a significant interaction with body length.
The animals’ preference was highest for areas with mud
content of ca 3% (Fig. 7b). While small individuals
(Fig. 7c) changed their response relatively little with
increasing mud-contents, large animals (Fig. 7d) had a
well-defined peak in preference for those areas. Our grey
seals also preferred gravely areas (Fig. 7e) and appeared to
have an increasing preference for depths down to 80 m,

Fig. 7. Effect of the covariates distance to the haulout (‘‘distance’’) (a), the interaction between ‘‘%mud’’ and ‘‘nose-tail length (cm)’’ (b),
‘‘%mud’’ for small (c) and large (d) individuals (‘‘nose-to-tail length’’ is 100 and 180 cm, respectively), ‘‘%gravel’’ (e) and ‘‘depth’’ (f), on
the response variable on the scale of the link-function (y-axis). Shaded areas represent 95% confidence limits, the gray lines represent
individual-specific responses and the black line gives the mean population responses (i.e. the fixed effect).
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after which mean preference decreased slightly. This
tendency was confounded by large individual variability
(Fig. 7f).

Spatial prediction of usage and preference
We plotted estimated usage f

�

u(Xs) for every point in space
with available estimates of environmental conditions
(Fig. 8a). Since it is often difficult to visually compare the
raw telemetry data with a density plot we also plotted a
realization of a heterogeneous spatial Poisson process with

rate fu(Xs) (Fig. 8b). We used the model fitted to the Farnes
data, to predict usage for Abertay seals (Fig. 8c, d). To
indicate which areas grey seals would use if all points in
space were equally accessible, we plotted estimated pre-
ference in space (Fig. 8e).

Discussion specific to grey seals

All the environmental variables examined in this case study
accounted for some variation in the response. Distance to

Fig. 8. Plots of goodness-of-fit (a and b) and extrapolation (c and d) of usage and preference (e): spatial prediction of usage for the Fame
Isles showing the telemetry observations (a) and one possible realization from the model using the same sample size (b). Spatial prediction
of usage for Abertay using the Fame Isles model showing data (c) and a realization from the model (d). Spatial prediction of preference
corrected for unequal accessibility (e).
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the haulout and %mud were the most important. The
negative relationship between the response variable h and
distance indicates that seals concentrate closer to the
haulout than is predicted by the accessibility model.
Avoidance of mud may result directly from the seals’ bio-
turbating search tactics (Bowen et al. 2002) or indirectly
from the distribution of sediment-burrowing prey such as
sandeels (Wright et al. 2000).

Depth might have been expected to be an important
covariate because seals are predominantly benthic feeders
whose useful foraging time at the sea bed decreases with
increasing depths. However, the entire North Sea is
relatively shallow and therefore unlikely to test the grey
seals’ diving capability. A second reason why depth might
have been expected to be important is its strong correlation
with the density of sandeels. Wright et al. (2000) have
shown that most sandeels around the Shetland Isles, in the
North of Scotland, occur around depths of 50�60 m.
However, this relationship does not necessarily hold across
the North Sea. Also, if sandeels occurred in relatively deeper
areas around the Farnes Isles, this might counter the
additional cost of diving to such depths.

General discussion

Recognition of the importance of space in population
dynamics (Tilman and Kareiva 1997) and ecological
interactions (McLaughlin and Roughgarden 1992) has
greatly advanced the development of data-collection tech-
niques on species distribution. For transect data, this
increase in activity has been matched by the development
of analytical techniques (Buckland et al. 1993). Less effort
has been directed at telemetry data primarily because none
of the off-the-shelf statistical frameworks can address all the
problems they pose but, also, due to the historical confusion
in the interpretation of model components as crucial as the
response variable.

Hence, many applied studies proceed with the analysis of
telemetry data without acknowledging these problems and
ambiguities. Although this may not always affect their
results, there is nevertheless a distinct risk that conservation
and management of some populations is being based on
false premises. In this paper, we 1) highlighted these
conceptual ambiguities and proposed a self-consistent
framework of definitions for terms old and new, 2)
provided a summary of the evolution of regression analysis
of space-use and habitat preference, 3) enumerated,
described and proposed solutions for the eight fundamental
challenges of analyzing telemetry data and 4) provided an
illustration using a case study.

Our framework brings together case-control, mixed-
effects and generalized-additive modelling. We believe that
this combination best addresses most of the problems listed
in the first half of the paper and is also flexible enough to
benefit from forthcoming advances in computer speed,
estimation software and statistical methodology to address
those problems (e.g. spatial and temporal autocorrelation)
that were not tackled definitively here.

Empirical models of usage and preference

The presentation of our framework was problem-oriented.
However, it is now useful to collect our insights into the
fundamental components of empirical models: response
and explanatory variables, model structure, parameter
estimation, model selection, validation and prediction.

Response variable
Obtaining a response variable from wildlife telemetry data
is challenging because they only provide information about
animal presence. Some studies (Drake et al. 2006) have
regressed the density of telemetry observations against
environmental covariates, a technique known as niche-
based analysis. This makes the stringent assumption that
sampling effort is uniformly distributed in space and
ignores variations in the relative availability of different
habitats. In practice, even if an animal showed no
preference, it would still be observed more frequently in
more abundant habitats. This has traditionally been
resolved by classifying environmental space into habitats
and correcting usage for their relative availability (Manly
et al. 2002).

Our work and other, related, studies (Boyce and
McDonald 1999), have replaced classification in geogra-
phical and environmental space by a case-control design,
allowing the model to capture the finest variations in usage,
within the limits of computation. This causes ambiguity in
the interpretation of the response variable in the resulting
models. Keating and Cherry (2004) have shown that the
response variable in a case-control design is not propor-
tional to usage. Here, we have shown how usage can be
estimated from it.

Confusion also exists about the positioning of controls
for a case-control design. The controls can be selected
uniformly randomly from the postulated range of the
animals or from a surface of accessibility as was done
here. Given a sufficient number of controls and including
distance to the central place as a candidate covariate,
different sampling designs fa(Xs), will produce comparable
estimates of usage fu(Xs) (eq. (6)), but a model of
accessibility is preferable for large data sets because it directs
more computational power to those areas that are more
likely to be visited by the animals.

Explanatory variables
Using all conceivable candidate covariates in regression can
be ‘‘a subjective and iterative search for data patterns and
significance’’, and model selection should, instead, be
conducted from a small set of covariates, believed to be
biologically related to the response variable (Burnham and
Anderson 2002). However, we argue that excluding parti-
cular combinations of covariates a priori, is no less
subjective. E.g. in our grey seal example it might have
been argued that sediment variables should only be
considered as proxies for prey distribution since ‘‘seals
don’t eat sediment’’. However, experiments with captive
animals (SMRU unpubl.), have indicated that seals can
forage by continuously disturbing the sediment with their
snout causing fish to appear. Seals may therefore actively
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choose to forage in sandy regions to enhance their
consumption rates. So if, contrary to biological intuition,
a covariate is retained by out-competing others in the model
selection process, this may hint at an ecological process not
previously considered and thus enhance our understanding
of the mechanisms underlying the species’ distribution.
Given the exploratory nature of most current telemetry
studies, it is perhaps better to examine as many candidate
covariates as permitted by sample size and computer power,
and allow issues of parsimony to be dealt with by model
selection.

Model structure
The binary, case-control data were modelled using a logit
link with a Bernoulli likelihood. The hierarchical structure
of the data, was represented by a mixed-effects model
(Pinheiro and Bates 2000) which provided an estimate of
individual variation, necessary for population-level infer-
ences. In contrast to predictions based on transect data, this
can reveal whether an animal observed at extreme environ-
mental conditions (e.g. a grey seal off the continental shelf)
is a one-off event for that individual or a one-off individual
for that population. Furthermore, although capture of
animals is often biased towards certain types of individuals
(e.g. young males), mixed-effects models can quantify the
contribution of individual characteristics on the observed
variation. Independent information on population structure
can then be used to generate balanced predictions of
population distribution.

The advantage of GAMMs is that they can highlight
differences in the functional form of the responses of
different individuals (e.g. Fig. 7). For example, our GAMM
indicated that grey seal preference peaks at depths of ca
80 m. Due to the dominance of data close to shore, at
shallower depths, a GLM would have unrealistically
predicted a continued positive trend. So GAMMs generally
increase the model’s predictive capability, if non-linear
trends are not caused by overfitting, which can be prevented
with careful model selection.

Model selection and model validation
Instead of testing for the significance of candidate covariates
at some arbitrary threshold a, model selection offers an
objective way of ranking their explanatory power (e.g. Fig.
5a, 6a). Model selection is often implemented using
information criteria (IC) which penalize the likelihood of
a candidate model by the number of parameters it contains.
Although there are theoretical justifications for the severity
of the penalty (Burnham and Anderson 2002), their validity
is sensitive to miss-specification of the likelihood function.
For computational reasons, the likelihood of most non-
linear models assumes that the data are independent. When,
as with telemetry studies, the data are spatially and
temporally autocorrelated, model selection by IC leads to
over-fitted models (Burnham and Anderson 2002). This
can be overcome either by modelling autocorrelation as part
of the likelihood, or by using alternative approaches, such as
cross-validation, for model selection. Cross-validation pre-
vents over-fitting by using one data set for fitting the model
and another for assessing its predictive power. In our case-
study, cross-validation led to a reduction of the number of

environmental and individual-specific covariates, and im-
proved spatial predictions, compared to the models sug-
gested by the IC.

Predictions of usage and preference
Spatial predictions can be classified into three categories in
order of decreasing reliability; 1) predictions for the area
and time in which the telemetry data were collected
(interpolation), 2) predictions from a different place or
time, but for similar environmental conditions as those used
to construct the model (geographical extrapolation) and 3)
predictions outside the region of environmental space for
which data exist (environmental extrapolation).

Interpolation is subject to biases in catching effort, large
individual variation and a small sample size. Mixed-effects
models with individual-specific covariates can account for
some of these biases and the use of cross-validation ensures
that a model fitted to one group of individuals is applicable
to other individuals from that same sub-population.

Differences in absolute habitat availability between
different geographical regions can weaken predictions of
usage (Mysterud and Ims 1998). Our ability to predict the
distribution of Abertay animals using data from the Farnes
was probably the result of similarity in the conditions
experienced by these two sub-populations, implying that
our predictions were extrapolations in geographical, but not
environmental space.

Extrapolation in environmental space is generally less
reliable and is best avoided. For example, the grey seal data
collected on the east coast of Scotland provided no hint as
to the maximum depth that grey seals can dive to. Applied
to the west coast of Scotland, this model might predict seal
usage beyond the continental shelf at depths that are known
to exceed the physiological capabilities of the species.

Wider context

Empirical vs mechanistic modelling
We employed flexible regression models (GAMMs) because
they are ideal for describing unknown, non-linear relation-
ships. We also used information from seal natural history to
provide post-hoc interpretations of the predicted effect of
particular covariates on the species’ spatial distribution. We
chose this, primarily empirical, approach because our
priority was on statistical inference and because, as with
many other telemetry studies, there was insufficient
scientific knowledge to enable us to construct a more
mechanistic model.

Generally, this decision carries two penalties: first, the
outcomes of model-fitting and selection can be sensitive to
stochasticity, hampering comparisons between published
inferences from different studies and, second, environmen-
tal extrapolation is based on pattern instead of process and
is therefore unreliable.

For some species, it may be possible to construct more
mechanistic models describing some of the causal relation-
ships between space-use and its covariates. For example, in
grey seals the results of physiological experiments might
be used to construct energetic models of the cost of
travelling to particular depths or distances from the
haulout (Thompson and Fedak 2001). However, it is
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not always clear how to embed such models in a formal
statistical framework. One possibility is to use their
output to construct candidate covariates (e.g. our use of
the movement model by Matthiopoulos (2003b) for
accessibility).

Alternatively, mechanistic models can be fitted directly
to data. Traditionally, statistical inference was considered
solely with reference to purely empirical models because
observation error could not be modelled along with process
stochasticity and because fitting such models was compu-
tationally prohibitive. These restrictions have been relaxed
with the advent of more mechanistic Bayesian state-space
models (Jonsen et al. 2003, Patterson et al. in press), more
powerful computers and new model-fitting algorithms.
Although this is a promising area of research, currently
only simple models with few covariates can be fitted, model
selection is computationally expensive and population-level
predictions rely on individual-based simulation.

Eulerian vs Lagrangian models
The dichotomy between Eulerian and Lagrangian models is
a fundamental theme in spatial ecology (Turchin 1998).
Eulerian approaches focus on variations in abundance
around particular points in geographical space whereas
Lagrangian approaches focus on individuals as they move
across different points (Morales et al. 2004, Patterson et al.
in press). There is a direct correspondence between Eulerian
density and transect data just as there is congruence between
Lagrangian trajectories and wildlife telemetry data. Trying
to shoe-horn telemetry data into a Eulerian framework,
such as the one presented here, is the cause of many of the
problems addressed in this paper. This was necessary
because a Eulerian approach is able to process both presence
and absence data and, therefore, unlike existing Lagrangian
approaches for telemetry data, provides the contrast
necessary to model preference. Also, Eulerian approaches
are ideal for large-scale, exploratory studies with an applied
agenda because they are better suited to population-level
inferences than the more behaviourally-orientated Lagran-
gian modelling.

Hierarchical decisions in space-use and habitat preference
Our results were predicated on the study animals’ capture
haulouts, but their presence in these locations was, itself, a
consequence of historical processes and decisions affected by
environmental variables. Early work on space-use and
preference had recognized the importance of multiple levels
of decision-making. According to Johnson (1980) first-
order selection determines the physical or geographical
range of a species. Within that, second-order selection
determines the home range of an individual or social group.
Third-order selection pertains to the usage made of various
habitat components within the home range. Finally, if
third-order selection determines a feeding site, the actual
procurement of food items from those available at that site
is termed fourth-order selection. Our analysis, refers to
third-order selection, employing a smooth model of
accessibility instead of a demarcated home-range. Had
individuals been sampled randomly from the population
(rarely possible, in practice), their capture locations could
also be used to investigate second-order selection.

Future directions; multilevel modelling

Although we only examined the effect of individual
characteristics, the mixed-effect approach can be extended
to account for all the variance components outlined in
Fig. 2. Variation across sub-populations could be modelled
as a function of sub-population characteristics, such as its
average size in individuals, its geographical position, or a
measure of the overall availability of resources. This
extension would be particularly useful in making predic-
tions for haulout sites for which no wildlife telemetry data
exist. Similarly, variability between trips of the same
individual could be incorporated as a random effect to
account for different activities performed in trips of
different duration.

At the lowest level, variability between single observa-
tions could be treated as a random effect. Most modelling
approaches assume that the response and explanatory data
are error-free but this is not usually the case. Often, the
magnitude of observation error is known but not used.
For example, ARGOS provides a location quality (LQ)
index for each observation which can be recast into an
estimate of precision. With some additional work, this can
also be obtained for spatio-temporally smoothed and
regularized data. Modelling these errors as part of a
mixed-effects likelihood would account for more residual
noise.

All of these extensions to the mixed-effect model are
conceptually simple, but computationally difficult because
the time taken to approximate the model’s likelihood
increases exponentially with the number of random effects.
Such increases in model complexity may also lead to over-
parameterised models. Therefore, multilevel modelling
would benefit from computational advances and improved
guidelines for model selection.

Conclusion

Wildlife telemetry data is potentially highly informative
about the nuances of individual behaviour, but cumber-
some for use in population-level inference. Ironically,
predictions of population distributions are the main
objective of many telemetry studies and the primary
concern of end-users such as conservationists and wildlife
managers. Bringing modern statistical methods to bear on
this problem leads to a suitable framework for analyzing
telemetry data and clarifies the interpretation of, and
relationship between, the important ecological concepts of
space-use and habitat-preference.

Ultimately, population distribution emerges from in-
dividual movement and statistical pattern is the result of
biological process. We therefore recognize the potential for
exploring its link with more individual-based approaches
and extending the mechanistic properties of this framework.
However, given the complexities of individual behaviour
and the different ecosystems in which animals live, we
believe that both of these aims can be achieved by gradually
augmenting regression models with new features that
address the specific challenges posed by case studies, such
as the grey seal example outlined here.
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