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ABSTRACT

Much attention has focused on the power required for driving mixing processes in the ocean interior, the
thermohaline circulation, and the related meridional overturning circulation (MOC). Recent estimates
range from roughly 0.5 to 2 TW (1 TW � 1 � 1012 W), based on differing arguments for the closure of the
MOC mass budget. While these values are both O(1) TW, the thermodynamic implications of the estimates
are significantly different. In addition, these numbers represent an integral constraint on the global circu-
lation, and the apparent discrepancy merits careful examination. Through basic thermodynamic consider-
ations on water mass mixing, a mechanical power consumption of 3 � 1 TW is found to be consistent with
a basic knowledge of the distribution and magnitude of oceanic turbulence diffusivities. This estimate is
somewhat independent of any specific model for mass closure of the MOC. In addition, this estimate is
based on a thermocline diffusivity of only 0.1 cm2 s�1, with enhanced diffusivities acting only in the deep and
bottom waters. Adding enhanced diffusivities in the upper ocean, or lowering the mixing efficiency below
20%, will increase the power estimate. Moreover, 3 TW is a reasonable estimate for the power availability
to processes acting beneath the oceanic mixed layer.

1. Introduction

In what we will term the “traditional” view, the me-
ridional overturning circulation (MOC) of the ocean is
assumed to close through diabatic processes in the
ocean interior. In this case, turbulent mixing in the
ocean interior acts to transfer heat from the temperate
waters of the upper ocean to the colder waters of the
abyss. This heat transfer acts to modify the deep and
bottom water masses of the abyss: North Atlantic
Deep Water (NADW) and Antarctic Bottom Water
(AABW). The buoyancy exchanged by mixing is
thought to result in a net upwelling of dense fluid within
the abyssal ocean (Fig. 1). In a global average sense,
this conversion and upwelling of abyssal water balances
the production of deep water at high latitudes. Thus,
the ocean’s density structure is allowed to remain in
steady state. The basic elements of this balance be-

tween advection and diffusion were presented by Munk
(1966) though the general concept can be found in ear-
lier studies (Stommel 1957; Wyrtki 1961). Munk’s ar-
ticle also showed that an upwelling rate of w* � 1 �
10�7 m s�1 and a turbulent diffusivity of k� � 1 � 10�4

m2 s�1 were consistent with basin-scale average distri-
butions of temperature and tracers for the waters
deeper than 1 km. The latter consideration is often ne-
glected in discussions of ocean mixing, leading many to
suggest that there is “missing mixing” in the upper
ocean where diffusivities are observed to be an order of
magnitude less (Kerr 2000; Hughes and Griffiths 2006).
We shall argue later that contemporary estimates of
mixing rates for the various water masses do not nec-
essarily lead to a missing mixing dilemma.

Munk and Wunsch (1998) reexamined the calcula-
tions of Munk (1966). Rather than inferring k� and w*
from observed tracer profiles, they examined the pa-
rameters that allow for the diabatic upwelling of 25 �
106 m3 s�1 of deep water in the oceanic interior. As in
Munk (1966), k� � 1 � 10�4 m2 s�1 was found to be a
reasonable global average diffusivity for depths great
than 1 km. Munk and Wunsch considered the mechani-
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cal energy budget needed for the turbulent dissipation
associated with this mixing requirement. They based
their estimates on the concept of a mixing efficiency for
turbulence, where the ratio between buoyancy flux and
the dissipated energy is taken as 20% (Osborn 1980).
Munk and Wunsch estimate that 2.1 TW (1 TW � 1 �
1012 W) of mechanical energy is dissipated to support
an abyssal diffusivity of 1 � 10�4 m2 s�1. This abyssal
power requirement appears to be in addition to the
energy required for weaker thermocline mixing, which
they estimated as 0.2 TW. This latter value appears to
be an underestimate by a factor of 2–3, owing to the
approximate method Munk and Wunsch used for inte-
grating the oceanic buoyancy field.

In an apparently conflicting alternative view, the
MOC can be closed with only minimal mixing in the
ocean’s interior. An adiabatic closure is conceptualized
as largely occurring through upwelling in the Southern
Ocean (Fig. 1). There, dense waters of North Atlantic
origin (primarily of NADW) can rise to the surface
under the direct influence of the wind-forced surface
mixed layer. In this view, mixing in the ocean interior is
required mainly for the densest waters of the global
ocean. This Southern Ocean pathway was demon-
strated in the idealized numerical simulations of Togg-
weiler and Samuels (1998), and in recent theoretically
motivated studies (Marshall and Radko 2003). An es-
timate of the power required for mixing was presented
by Webb and Suginohara (2001a,b), who suggest that

less than 0.6 TW of mechanical energy is needed for
mixing these densest waters. Their calculation appears
to be based on the presumption that roughly 75% of the
MOC mass closure of the NADW density class occurs
in the region of the Southern Ocean subpolar front.
Scaling accordingly, this leaves only 25% of the Munk
and Wunsch (1998) 2.1-TW mechanical energy dissipa-
tion as actually needed for diabatic mixing processes in
the oceanic interior. Gnanadesilean et al. (2005) extend
the ideas of Webb and Suginohara, suggesting that
eddy fluxes of buoyancy are the critical process in this
scenario. Further work by Hughes and Griffiths (2006)
has suggested that entrainment processes in high-
latitude regions act directly during deep-water forma-
tion to reduce the amount of mechanical mixing needed
in the ocean interior. Their conceptual model suggests
that only 10% of the Munk and Wunsch (1998) esti-
mate of mechanical power is needed for the MOC.

These estimates indicate a significant dilemma in our
current understanding of the ocean’s physics. The net
power consumed by mixing in the ocean interior rep-
resents a global integral constraint on the thermody-
namics of the ocean interior. In one sense, these esti-
mates are not significantly different in magnitude, as
both are O(1) TW. However, the contrast in ocean
physics separating these two scenarios is significant
(diabatic versus adiabatic for much of the deep ocean),
and our understanding of the ocean should be sufficient
to resolve the difference. It is important to note that
both estimates are motivated by closure requirements
of the MOC mass budget through upwelling, with mix-
ing levels and energy requirements following as second-
ary estimates. There are good reasons for pursuing the
problem in this way, as the mass closure constraint is
one of the most fundamental in any fluid mechanical
system. However, given the discrepancy between con-
temporary views, it is also useful to examine an esti-
mate deriving from purely thermodynamic consider-
ations. This serves as the motivation for our study.

Here, we shall examine the power consumed by mix-
ing processes in the ocean interior. Previous estimates
started from an assumed rate of deep-water production
and then inferred an ocean interior mixing rate needed
for upwelling (full or partial) in the overturning circu-
lation. We shall discuss a different approach, where dif-
fusivities are taken based on prior estimates, and the
power consumption is estimated though basic thermo-
dynamic relations involving the mixing efficiency.

Estimates of turbulent mixing in the ocean interior

Munk’s suggestion of an advection–diffusion balance
in the ocean’s deep interior motivated nearly 40 yr of
ocean mixing studies. In particular, the suggestion that

FIG. 1. Section of potential temperature along 30°W in the At-
lantic Ocean. Isotherms for 0°, 2°, 4°, 10°, and 15°C are shown, as
computed from the World Ocean Atlas of Levitus and Boyer
(1994). The AABW and NADW masses are labeled. Internal
mixing in the abyss is thought to add buoyancy to cause upwelling,
as indicated by upward arrows. An additional upwelling pathway
for NADW is adiabatic, involving advection southward toward
the outcrop region of the Southern Ocean.
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diffusivities are O(1 � 10�4) m2 s�1 served as an ob-
servational Holy Grail.1 Starting with the seminal work
of Osborn and Cox (1972), techniques have been de-
veloped to measure the dissipation rates of oceanic tur-
bulence. The dissipation rates of thermal variance (�)
and kinetic energy (�) are derived from small-scale fluc-
tuations of temperature and velocity, leading to the
term “microstructure” as a description of these mea-
surements. These fluctuations need to be observed at
scales approaching the Kolmogorov scale of turbulence
(Kolmogorov 1941), typically O(1) mm to O(1) cm. In
general, the kinetic energy dissipation rate (�) is used to
estimate the diffusivity through a model for buoyancy
flux and mixing efficiency, as presented in section 2.
Further details of contemporary microstructure meth-
ods are given by Davis (1994) and Lueck et al. (2002).

Following Osborn and Cox, many studies have em-
ployed measurements of microstructure to estimate dif-
fusivities. Here, we will limit our discussion to only
those studies that have examined turbulent mixing in
the stratified interior of the deep ocean. Estimates of
microstructure exclusive to observations of the mixed
layer will not be considered. We will also not consider
studies of mixing on the continental shelf or small re-
gional seas, as these regions may lack a clear connec-
tion to the deep-ocean stratification and the MOC. This
leaves approximately a dozen major studies of open-
ocean mixing processes with observations at ther-
mocline and abyssal depths. A summary of these data is
given in Table 1. We admit that this may be an incom-
plete listing. We have also intentionally focused on data
where O(100) or more dissipation profiles were col-
lected over periods from weeks to months, as these data
allow for meaningful estimates of average diffusivities
with depth.

In all cases in Table 1, dissipation rates were esti-
mated from velocity microstructure (�) measured at
thermocline depths (z 	 �1000 m) and generally much
deeper. Early microstructure measurements, including
many studies not listed, were limited to this upper-
ocean region. Deep profiling, particularly to depths
greater than 2000 m, did not become common practice
until the 1990s (Toole et al. 1994). It is also apparent
that the open-ocean microstructure collection remains
sparse. As discussed by Hibiya et al. (2002), the record

favors low latitudes and summer periods. These limita-
tions noted, the trend of mixing rates with depth ap-
pears to be robust, with O(1 � 10�5) m2 s�1 diffusivities
for the thermocline and O(1–10) � 10�4 m2 s�1 for
deep and abyssal water masses.

The North Atlantic Tracer Release Experiment
(NATRE) program deserves special mention, as it was
the first direct tracer-release experiment where average
diffusivities were independently determined and com-
pared with the microstructure-derived estimates (Led-
well et al. 1993). Despite nearly 20 yr of microstructure
results prior to NATRE, it was this experiment that
established confidence in the microstructure estimates.
NATRE also showed that the thermocline diffusivity of
O(1 � 10�5) m2 s�1 based on early microstructure es-
timates (Gregg 1987) was sensible. Prior to this direct
confirmation, microstructure estimates were often
questioned for not agreeing with Munk’s value (Davis
1994, 1996).

Microstructure-based methods have also yielded
“finestructure” parameterizations, which typically re-
late shear and strain of the oceanic internal wave field
to dissipation (Gregg 1989; Polzin et al. 1995). This has
allowed for the estimation of turbulent diffusivities
based on measurements from standard nonmicrostruc-
ture survey instrumentation, such as conductivity–
temperature–depth systems (CTDs) and lowered
Acoustic Doppler Current Profilers (LADCPs) now
widely in use (Polzin et al. 2002). Mauritzen et al.
(2002) applied a density finestructure parameterization
to a hydrographic section along 11°N in the Atlantic,
inferring diffusivities of O(1–10) � 10�4 m2 s�1 in
the deep and bottom water above the Mid-Atlantic
Ridge. Polzin and Firing (1997) were the first to employ
the shear-based parameterization to LADCP data.
They examined the WOCE “I8” section across the Ant-
arctic Circumpolar Current (ACC), and estimated k� �
O(1–10) � 10�4 m2 s�1 for the full 5000 m of ocean
depth for the region between 50° and 60°S. Naveira
Garabato et al. (2004) employed a finestructure param-
eterization to CTD/LADCP sections in the Scotia Sea
region of the Southern Ocean, suggesting diffusivities
as large as O(10 � 10�4) m2 s�1 in the deep- and bot-
tom-water classes there. Kunze et al. (2006) have fur-
ther employed a shear/strain parameterization to nearly
3500 CTD/LADCP profiles around the globe. They
find generally mixing rates of O(1 � 10�5) m2 s�1 in
many regions, though larger mixing rates are typical in
the high-latitude regions.

Direct measurements and finestructure parameter-
izations have a significant limitation. Both are generally
unable to be used to define basin-scale averages, as
measurements are generally too sparse for such large

1 This value of diffusivity has the useful conversion to cgs units
of 1 cm2 s�1. This unit of diffusivity was respectfully named “the
Munk unit” (1 Munk � 1 cm2 s�1 � 1 � 10�4 m2 s�1) at the
IAPSO/SCOR Symposium on Ocean Mixing held in Victoria,
British Columbia, Canada during October 2004. For easy refer-
ence, we will express all diffusivity estimates as multiples of 1 �
10�4 m2 s�1.
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spatial areas. In particular, measurements in a basin’s
interior will underestimate the mean mixing rate for a
water mass that experiences transformation in deep
passages. Numerous studies have shown that diffusivi-
ties of O(10–100) � 10�4 m2 s�1 occur in canyons and
fracture zones (Ferron et al. 1998; St. Laurent et al.
2001; Bryden and Nurser 2003; Thurnherr et al. 2005).

Indirect estimates based on hydrographic inverse
methods are the only method for inferring mixing rates
for basin-scale regions. We characterize these into two
somewhat subjective classes: algebraic inversions and
statistical inversions. The former class involves calcula-
tions using the advective equations for mass and heat in
simple control volumes. The equations are then solved
algebraically for one or more mixing parameters. Of-
ten, control volumes are chosen for an abyssal water
mass that is contained in a semienclosed basin. Hogg et
al. (1982) used such techniques with hydrographic and
current meter data from the abyssal Brazil Basin.
There, much of the circulation is controlled by several
deep gaps and fracture zones (Vema, Romanche, etc).
The use of current meter records from these passages,
and hydrographic measurements of the basin interior,
allowed Hogg et al. (1982) to derive mixing rates for the
deepest water masses of the Brazil Basin. Morris et al.
(2001) revisited these earlier calculations using the
World Ocean Circulation Experiment (WOCE) era hy-
drography, allowing for some comparison to the Brazil
Basin Tracer Release Experiment (BBTRE) micro-
structure (St. Laurent et al. 2001). Heywood et al.
(2002) also used a control volume method to calculate
diffusivity for the enclosed basin of the Scotia Sea. They
estimate a basin average diffusivity of 40 � 10�4 m2 s�1

for the AABW in this region.
Statistical inversions deal with the solution of many

advective equations for mass, heat, and other tracers, in
complex control volumes that may involve middepth
regions and the upper-ocean boundary layer. These
problems are generally rank deficient to some degree,
even in “overdetermined” cases where the number of
equations exceeds the number of unknowns (Wunsch
1996). Early inversions focused on lateral advection
only, as a means of solving the integration constant of

the thermal wind equations (Wunsch 1978; Stommel
and Schott 1977). More recent inversions have resolved
vertical velocities, and also mixing parameters for lat-
eral and vertical diffusion. In particular, WOCE era
hydrography and tracer observations have proven valu-
able in resolving diapycnal diffusivities. Ganachaud and
Wunsch (2000, hereafter GW00), following earlier
work by MacDonald and Wunsch (1996), invert an im-
pressive array of midlatitude tracer fields. Their esti-
mates resolved diapycnal diffusivities in deep- and bot-
tom-water layers, defined by neutral density, for all of
the major midlatitude basins (Table 2). GW00 focus
their analysis on the midlatitudes, between 30°S and
47°N, to avoid the complications of air–sea flux influ-
ence on the deep- and bottom-water classes. Lumpkin
and Speer (2003) pursue a similar inversion for the At-
lantic only, but extend their analysis to northern high
latitudes with the inclusion of air–sea flux terms. Lump-
kin and Speer (2006, manuscript submitted to J. Phys.
Oceanogr., hereafter LS) have additionally done a glob-
al inversion with explicit air–sea forcing, allowing for
estimates of diffusivity over a full range of latitudes.
The LS estimates are subject to considerable uncer-
tainty, propagated by the error estimates for the surface
flux terms. Olbers and Wenzel (1989) specifically con-
sider diffusivity estimates in the Southern Ocean. Their
estimates are based on inversion of climatology, and
they find k� � O(10 � 10�4) m2 s�1 in the lower 1 km
of the ACC region.

While a full review of hydrographic inverse results is
beyond the scope of the current study, a basic summary
of the diapycnal diffusivities can be easily done. A ther-
mocline diffusivity of 1 � 10�5 m2 s�1 is now well es-
tablished, with reference to the numerous studies cited
in Table 1. Contemporary inverse estimates of ther-
mocline diffusivities also support this value (GW00;
LS). For deep-water diffusivities, direct estimates are
scarce, and even scarcer for bottom water. In addition
to the small number of microstructure-based estimates
cited in Table 1, inverse studies are the primary base of
knowledge for vertical diffusivities of the dense water
classes. These, along with the direct measurements, in-
dicate a marked increase in mixing rates below the ven-

TABLE 2. Midlatitude estimates of diffusivity and power. Two cases of diffusivities described in previous studies are considered as
cases A and B.

Water class

Diffusivity (k�) (�10�4 m2 s�1) power (P) (TW)

Case A: GW00 Case B: LS

Ventilated (
n � 27.96) k� � 0.1, P � 0.55 k� � 0.1, P � 0.55
Deep water (27.96 � 
n � 28.1) k� � 3, P � 0.61 k� � 1, P � 0.2
Bottom water (
n 	 28.1) k� � 10, P � 0.49 k� � 3, P � 0.15
Total power 1.65 0.9

1 OCTOBER 2006 S T . L A U R E N T A N D S I M M O N S 4881



tilated waters of the thermocline. The GW00 basin-
scale estimates are k� � (3 � 1) � 10�4 m2 s�1 for deep
water, and k� � (10 � 3) � 10�4 m2 s�1 for bottom
water. In their research, LS find k� � (1–3) � 10�4 for
these water masses, with uncertainties comparable to
the mean estimates.

Finally, modeling studies have also been used to ex-
amine the distribution of mixing in numerical ocean
general circulation models (OGCMs). Often studies in-
volve the ad hoc specification of diffusivities. Models
ranging in geometric sophistication from a closed-box
sector (Bryan 1987) to a full OGCM (Hasumi and Sugi-
nohara 1999) have been used to study the effects of
vertical diffusion. Other studies have a priori assumed
adiabatic conditions with no explicit turbulent diffu-
sion, such as in the idealized sector-based Southern
Ocean geometry simulations of Toggweiler and Sam-
uels (1998). In practice, nearly all OGCM climate simu-
lations are subject to nontrivial levels of diffusion due
to numerical effects (Griffies et al. 2000). Models em-
ploying physically based parameterizations for the
specification of diffusivities including turbulence clo-
sure schemes (Canuto et al. 2002) and energy budget
closure (Simmons et al. 2004) have been proposed. The
study by Simmons et al. (2004) is the most relevant to
the problem examined in this paper, as their calcula-
tions considered a mixing rate parameterization based
in the mechanical energy available from deep-ocean
internal tides. OGCM studies are clearly important, as
they represent the only mechanism for assessing the
effects of mixing on the large-scale properties of the
ocean. However, OGCMs are not a proven tool for

predicting the distribution of mixing. In the present
study, we focus only on data-based diffusivity results.

We conclude this brief review of prior mixing rate
estimates by commenting on the missing mixing de-
scribed by some previous studies, where a discrepancy
is cited between budget-derived average mixing rates
and directly measured diffusivities. Often the classical
Munk (1966) estimate of k� � 1 � 10�4 m2 s�1 is con-
trasted to direct measurements in the thermocline (e.g.,
Ledwell et al. 1993). In such comparisons, the abyssal
context of the Munk estimate is generally overlooked.
As can be seen through inspection of Table 1, direct
measurements of deep diffusivities generally exceed
O(1 � 10�4) m2 s�1 in magnitude, consistent with the
classic Munk reference. At thermocline depths, early
ideas about a diffusive thermocline (e.g., Robinson and
Stommel 1959) have been abandoned for weakly diffu-
sive models (e.g., Samelson and Vallis 1997). There is
now general agreement that weak mixing levels ob-
served in the thermocline are not in error. Instead,
there is now recognition that strong variations in tur-
bulence levels occur between the thermocline and abys-
sal water masses.

2. Governing thermodynamics

We will present the most basic model of a steady-
state mechanical energy balance for sustaining turbu-
lent mixing in the ocean interior. This model does not
consider the full cascade of energy from the scale of the
forcing to that of dissipation. Instead, we consider only
the energy exchange between finestructure and dissipa-
tion (Fig. 2). We do not discern between the various

FIG. 2. Diagram showing the cascade of energy from sources to sinks. Both kinetic energy
(KE) and potential energy (PE) pathways are possible. Some energy may be dissipated in
boundary layers or in convective turbulence. Some energy is also cascaded to finestructure
such as the internal wave field. We assume that all finestructure energy is either directly
dissipated or converted to buoyancy flux (converted to PE) by turbulence.
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sources that cascade energy into finestructure, and both
potential and kinetic energy sources are possible. Fur-
thermore, our model is intended to quantify dissipation
only in the stratified oceanic interior. Dissipation oc-
curring in the surface mixed layer and in frictional
boundary layers will not be considered here.

Consider a control volume for a basin-scale region.
Turbulent mixing occurring in the basin is the result of
many individual events, intermittent in time and space.
Here, we consider only the ensemble statistics through
integrating over many events contained in a basin-scale
control volume (dV). The steady-state balance for tur-
bulent kinetic energy over this control-volume en-
semble can be written as

�P dV � ��� dV � ��k�N2 dV, 
1�

where P is the mechanical power supplied to finestruc-
ture scales. For steady-state conditions to exist, power
is either directly dissipated by the molecular viscosity of
seawater (�), or converted to potential energy through
turbulent diffusion. We note that the total power input
can be broken into multiple terms including power
terms associated with mesoscale eddies (be) and con-
vection (bc),

�
p � be � bc� dV � ��� dV � �k�N2 dV, 
2�

where p represents any direct flux of mechanical energy
to finestructure, such as internal waves. Given knowl-
edge of the turbulent diffusivity and the stratification
(N2), a relationship between k� and � is required to
determine the integrated power input. The concept of
“mixing efficiency” is often used for this purpose (Os-
born 1980). The mixing efficiency is formally defined as
the ratio of buoyancy flux (Jb) to power and is identi-
fied as the flux Richardson number (Rf � Jb/P). An
alternate efficiency parameter gives the ratio of buoy-
ancy flux to dissipation, � � Jb/�. This efficiency pa-
rameter is directly related to the flux Richardson num-
ber, � � Rf /(1 � Rf). We will use the integral definition
for an ensemble of many events,

� �

��k�N2 dV

��� dV

. 
3�

This parameter has been quantified in many oceano-
graphic settings, including the mixed layer (Oakey
1985), the thermocline (Moum 1996), and in doubly
stable and double-diffusive regions (St. Laurent and
Schmitt 1999). Laboratory work (Rohr and Van Atta
1987) and theoretical calculations (Thompson 1980)

have also quantified the mixing efficiency of turbu-
lence. In general, a value of � � 0.2 is accepted as
typical for mixing by shear instability (Peltier and
Caulfield 2003). However, arguments for a lower mix-
ing efficiency have also been made (Huq and Britter
1995; Stigebrandt and Aure 1989; Arneborg 2002).
These studies suggest � � 0.05–0.1. For now, we pro-
ceed with the idea that an efficiency parameter of
roughly 20% is useful for examining the energy needed
for turbulent mixing. The consequences of adopting
lower values of mixing efficiency will be discussed later
(section 4c).

Given (3), the dissipation is readily expressed in
terms of the diffusivity. From (1), the total power is

�P dV � �1
�

� 1���k�N2 dV . 
4�

The dependence of (4) on ��1 indicates that an increas-
ing power input is needed to achieve a given buoyancy
flux for a decreasing mixing efficiency. Our estimates
will depend on applying a mixing efficiency value ap-
propriate for turbulence. We must neglect purely con-
vective mixing where P � 0 in (1), leaving only the
balance between buoyancy flux and dissipation. This
means that convection in the upper boundary layer, and
also double diffusive convection at depth, will be ne-
glected in our calculations.

3. Methods

Here, we present an alternative to previous studies
for the estimate of the power consumed by mixing in
the oceanic interior. Unlike the previous estimates, our
calculation is independent of an a priori upwelling rate
of deep water. Instead, we start from estimates of the
mixing rate, and consider only the mechanical energy
needed to support turbulent mixing according to (4).
From the onset, we will neglect the dissipation of en-
ergy that occurs in the oceanic boundary layers. This
includes neglect of the frictional boundary layers at the
oceanic margins, such as the bottom boundary layer in
most regions, and all continental shelf regions with
depths shallower than 100 m. These regions tend to be
weakly stratified, and are not clearly connected to the
density structure of the deep ocean. In addition, we
neglect the power dissipated in the oceanic mixed layer,
where enormous amounts of energy are removed
through a litany of processes, including convective mix-
ing (Wang and Huang 2004a,b). Extreme high-latitude
regions are also excluded in our analysis, as these re-
gions are the dominant sites of convective deep-water
production. Specifically, we excluded regions north of
60°N and south of 65°S from our power estimates.

Our calculations begin by identifying the control vol-

1 OCTOBER 2006 S T . L A U R E N T A N D S I M M O N S 4883



umes over which the integration in (4) is performed.
We adopt control volumes distinguished by neutral
density, and we use the same layers considered by
GW00 in their inverse calculations. Specifically, deep
and bottom waters are identified as 27.96 � 
n � 28.1
and 
n 	 28.1 kg m�3 respectively. We further identify

n � 27.96 kg m�3 with the ventilated waters of the
upper ocean. Density structure on the global scale of
the oceanic basins was assessed using the World Ocean
Atlas climatological data (Levitus and Boyer 1994;
Levitus et al. 1994). Neutral density was calculated us-
ing the Jackett and McDougall (1997) algorithm, and
the control volumes described above were mapped as
spatial functions of the form 
n(x, y, z). Representative
sections for the Atlantic, Pacific, and Indian Ocean sec-
tors are shown in Fig. 3. The Atlantic section shown in
Fig. 3a can be compared to the section shown in Fig. 1,
with the 27.96 and 28.1 kg m�3 surfaces roughly corre-
sponding to the 2° and 4°C isotherms. Notable differ-
ences arise when comparing basin-scale potential tem-
perature to neutral density due to the role of salinity in
density, and also due to significant differences in the
way compressibility is treated in these quantities (Jack-
ett and McDougall 1997).

Power estimates within each control volume follow
from the assignment of an average diffusivity value,
treated as a constant within the given density class. This
leaves only the stratification term in the integral,

�P dV � �k��1
�

� 1��N2 dV . 
5�

It is important to recognize that (5) cannot be rewritten
as simply involving the integral the surface and bottom
density fields; that is, �N2dV � �(�top � �bot) dx dy.
This is due to the fact that the buoyancy gradient is not
defined through any single density variable, but is in-
stead calculated for a given buoyancy profile using a
locally defined potential density that varies with depth.
This technique is commonly known as “adiabatic level-
ing” (Fofonoff 1985; Millard et al. 1990). Our calcula-
tions thus involve calculation of N2(x, y, z) from the
climatology, and then proceed with the integral over
depth, which can be represented as a water column
sum of locally defined potential buoyancy anomaly,
�N2 dz � �i�bi. This summation actually mitigates the
problems with local static instabilities in the climato-
logically based N2 estimates (T. McDougall 2004, per-
sonal communication).

In our calculations, the mixing efficiency parameter
is taken as � � 0.2 everywhere. We shall explore the
implications of this choice below, as well as uncertainty
in the diffusivity estimates. In addition to distinguishing

FIG. 3. Sections showing the ventilated-, deep-, and bottom-
water density layers (as defined by 
 n � 27.96 and 28.1 kg m�3

neutral density surfaces) along (a) 30°W in the Atlantic, (b)
150°W in the Pacific, and (c) 90°E in the Indian Ocean. Shading
indicates the mid- and high-latitude zones used by GW00.
Bathymetry from Smith and Sandwell (1997) is shown (a)–(c).
The influence of the Southern Ocean is indicated by the outcrop
region of the neutral density contours.
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control volumes by density layers, we also partition the
control volumes into the midlatitude region between
30°S and 47°N, and the residual high-latitude regions to
the north and south. This allows us to keep the power
estimates in the high-latitude ocean separate, as the
diffusivity estimates in GW00 were not formally de-
rived for these regions.

In some past studies, precise values are reported for
specific regions (e.g., Morris et al. 2001). In other cases,
diffusivity estimates are given approximately, and likely
useful only as order-of-magnitude estimates (e.g.,
Kunze et al. 2006). In all but global-scale statistical in-
versions, estimates from one or more studies must be
extrapolated for application to the full ocean. Unfortu-
nately, a collection of estimates from several studies
generally show a range of diffusivities for a given water
mass. Our power calculations are done using approxi-
mate estimates of diffusivity. In cases where diffusivity
estimates range between integer powers of 10, we have
used multiples of 3 in our calculations, such as k� � 3 �
10�4 m2 s�1 for the range O(1–10) � 10�4 m2 s�1.
Power requirements calculated from (5) are reported in
Terawatts for the full integration in each layer over all
basins.

Uncertainty analysis for our estimates can be broken
into two classes; parameter uncertainty and model un-
certainty. Parameter uncertainty can be assessed
through error propagation techniques (e.g., Bevington
and Robinson 1992). For example, the standard error
for the power estimate in (5) is given by

�P � P���k�

k�
�2

�� ��

�
1 � ���2

� ��N2

N2 �2�1�2

,


6�

where �k�, ��, and �N2, are the standard error esti-
mates for the diffusivity, mixing efficiency parameter,
and control-volume-averaged buoyancy gradient, re-
spectively. Estimates of uncertainty for diffusivity are
typically 25%–50% of the diffusivity magnitude,
though specific details vary by study. The mixing effi-
ciency parameter is generally treated as a theoretically
specified value, though St. Laurent and Schmitt (1999)
found �� � 0.04 in their microstructure-based analysis.
The buoyancy gradient uncertainty is computed from
the statistics of spatial variations in the density field.
For the large-scale average buoyancy gradients used in
the control-volume power calculation, �N2/N2 � 0.2.
Taking �k� /k� � 0.25 as typical of large-scale inversion
estimates (e.g., GW00), with ��/� � 0.25 and �N2/N2 �
0.2, a typical control-volume uncertainty estimate from
(6) is �P/P � 0.4.

Given this general assessment of parameter uncer-
tainty, the model uncertainties associated with diffusiv-
ity and mixing efficiency are more significant. Model
uncertainty is used here to describe the systematic dif-
ferences in diffusivity of mixing efficiency values found
in different studies. For example, diffusivity estimates
of various types (statistical or algebraic inverse models,
finestructure parameterizations, or microstructure esti-
mates) may reflect model uncertainty due to the subtle-
ties of each form of estimation. In addition, the differ-
ent studies suggesting � ≅ 0.5 � 0.1 versus � ≅ 0.2 cited
above are also a form of model uncertainty. For sim-
plicity of presentation, we proceed by documenting
only the model error for control-volume power esti-
mates when two cases of diffusivity estimation are con-
sidered for the midlatitudes (section 4a) and the high
latitudes (section 4b). Model uncertainty for the mixing
efficiency is considered in section 4c.

4. Results

a. Midlatitude estimates

Our midlatitude estimates are presented in Table 2.
The sum of the power estimates for the entire midlati-
tude region is also reported. We have considered two
sets of estimates; a primary estimate (Table 2, case A)
motivated by GW00, and a secondary estimate (Table
2, case B) based on the study of LS. In applying the
estimates of GW00, we use k� � 3 � 10�4 m2 s�1 for the
deep-water class and k� � 10 � 10�4 m2 s�1 for the
bottom-water class, noting that these values are slightly
less than their actual estimates. A diffusivity of k� � 1
� 10�5 m2 s�1 was assigned for the ventilated water
class (
n � 27.96 kg m�3). There is roughly an even
partition of power between the layers: 0.55, 0.61, and
0.49 TW for the ventilated, deep, and bottom waters,
respectively. The total for this midlatitude region alone
is 1.65 TW, already well above the 0.6-TW estimate of
Webb and Suginohara (2001a,b).

Other studies have focused on deep and bottom wa-
ter of the Atlantic basins, finding diffusivities between
(1–3) � 10�4 m2 s�1. The study of Morris et al. (2001)
examined diffusivities in the Brazil Basin using both an
algebraic inversion and inferences made from micro-
structure. Lumpkin and Speer (2003) used a statistical
inversion to estimate mixing rates through a larger re-
gion of the North and equatorial Atlantic basins. In
their research LS find similar diffusivities in their global
calculations. Based on these studies, we derive an al-
ternative power estimate by assigning k� � 1 � 10�4

m2 s�1 and k� � 3 � 10�4 m2 s�1 for deep and bottom
waters, respectively (Table 2, case B). This lowers the
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power estimates in the abyss, to 0.2 and 0.15 TW, thus
lowering the midlatitude total to 0.9 TW.

b. High-latitude estimates

We have also considered various estimates of the
power (5) for both the northern and southern high-
latitude oceans. Our initial estimates for the northern
oceans suggested that very little power is needed to
support a plausible diffusivity distribution. Using the
diffusivities of GW00, only 0.05 TW is needed for the
region between 47° and 60°N. We note that this region
represents only a small fraction of the global ocean area
(less than 7%), and therefore contributes little relative
to the global integral.

The Southern Ocean between 30° and 65°S occupies
20% of the global ocean area, and the power estimates
there are significant. Diffusivity estimates for this re-
gion come from several sources, including both fine-
structure–based parameterizations and algebraic and
statistical inverse methods. We break the previous dif-
fusivity estimates into two categories, those that indi-
cate a general increase of k� with depth, and those that
indicate a roughly depth-constant k� � O(1 � 10�4)
m2 s�1. In the former category, studies by Olbers and
Wenzel (1989), Polzin and Firing (1997), Heywood et
al. (2002), and Naveira Garabato et al. (2004), suggest
order of magnitude increases of k� for the ventilated-,
deep-, and bottom-water classes. Estimates for the ven-
tilated waters are between O(1–10) � 10�5 m2 s�1,
while estimates are between O(1–10) � 10�4 m2 s�1 for
the abyss. This distribution of diffusivity is similar to the
GW00 estimates for midlatitudes, with the exception of
the slightly larger Southern Ocean diffusivity for the
upper ocean. We take k� � 0.3 � 10�4, 3 � 10�4, and
10 � 10�4 m2 s�1 for the ventilated-, deep-, and bottom-
water classes in our primary estimates of power (Table
2, case A). The associated estimates are 0.24, 0.32, and
0.79 TW, and thus contribute 1.35 TW to the global
power integral.

Diffusivity estimates by Kunze et al. (2006) and LS

suggest that mixing rates may be O(1 � 10�4) m2 s�1

throughout the full depth in the circumpolar region. As
an alternative to the estimate above, we calculate the
power associated with k� � (0.3, 1, 3) � 10�4 m2 s�1 for
the designated water classes in the Southern Ocean
(Table 2, case B). Calculations for the various layers
give 0.24, 0.1, and 0.3 TW for a total of 0.64 TW.

c. Model uncertainty for mixing efficiency

In formulating the model in Eqs. (1)–(4) we have
relied on an assumed mixing efficiency, and have uti-
lized � � 0.2. While direct measurements of turbulence
often support this value, indirect estimates (Stigebrandt
and Aure 1989) and theoretical estimates (Arneborg
2002) have suggested � � 0.05–0.1 is more appropriate.
The minimal value was derived for the bottom waters
of a weakly stratified fjord. St. Laurent et al. (2001) also
found indirect evidence of � � 0.05 in deep abyssal
canyons of the Brazil Basin. They suggest that such
small mixing efficiencies may be characteristic of very
weakly stratified turbulence. In contrast, Arneborg
(2002) studied the case of fully stratified turbulence.
His theoretically based estimates suggest that � � 0.1 is
more appropriate for when the time average of an en-
semble of turbulent mixing events is considered.
Arneborg argues that the direct evidence supporting
� � 0.2 is appropriate only for instantaneous observa-
tions of high turbulence. Reducing the efficiency pa-
rameter will increase the power estimates by roughly a
factor of ��1. Applying � � 0.1 to the bottom-water
power estimates using the GW00 diffusivities (the case
A analyses in Tables 2 and 3), we find 2.6 TW for 
n 	
28.1 (midlatitude and Southern Ocean) and 4.3 TW as
a global total. A similar modification of the alternative
estimates for bottom water (the case B estimates in
Tables 2 and 3) gives 2 TW as a global estimate.

We note that additional permutations of varied dif-
fusivity estimates and efficiency parameters are pos-
sible. However, the modest assessment of uncertainty
offered above seems to capture the most obvious range

TABLE 3. Southern Ocean estimates of diffusivity and power. Two cases of diffusivities described in previous studies are considered
as cases A and B.

Water class

Diffusivity (k�) (�10�4 m2 s�1)
power (P) (TW)

Case A: Enhanced mixing studies:
Olbers and Wenzel (1989), Polzin and Firing (1997),
Heywood et al. (2002), Naveira Garabato et al. (2004) Case B: Kunze et al. 2006; LS

Ventilated (
 n � 27.96) k� � 0.3, P � 0.24 K� � 0.3, P � 0.24
Deep water (27.96 � 
 n � 28.1) k� � 3, P � 0.32 k� � 1, P � 0.1
Bottom water (
 n 	 28.1) k� � 10, P � 0.79 k� � 3, P � 0.3
Total power 1.35 0.64
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of parameters. We regard the case-A and case-B analy-
ses of global power estimates as two possible degrees of
freedom, and the adjustment of mixing efficiency for
bottom water as a third degree of freedom. Taking the
range of estimates for the 3 degrees of freedom as (4.4,
3.0, 2.0, 1.54) TW, we find a mean estimate of P � 2.7
� 0.7 TW.

5. Discussion

We have reviewed current knowledge of the diffusiv-
ity of turbulence diffusivities throughout the oceans.
Estimates of this parameter come from several sources,
including direct measurements, parameterizations of
oceanic finestructure, and indirect estimates based on
algebraic and statistical inversions of hydrography.
While each of these methods require assumptions with
potential limitations, results are generally consistent
among water mass–based comparisons. Diffusivities in
the ventilated waters of the thermocline are generally
k� � 1 � 10�5 m2 s�1, and mixing rates in the deep
and bottom waters of the abyssal ocean are generally
O(1–10) � 10�4 m2 s�1.

Given the summarized knowledge of turbulent diffu-
sivities, we propose a new approach to quantifying the
power needed for driving mixing in the ocean interior.
We base our estimates on our existing estimates of tur-
bulent diffusivities, using values from a variety of stud-
ies and methods. Our estimate of total power also relies
on a model that relates turbulent buoyancy flux and
dissipation by an efficiency parameter �. With this as-
sumption, the power estimates follow directly as a ther-
modynamic result. This is in contrast to previous stud-
ies, which consider the mass closure requirements of
the MOC and infer mixing rates, and hence power es-
timates, from the diabatic upwelling implied for the
interior. As we have outlined in the introduction, two
different scenarios arise from such reasoning. Our esti-
mate clearly favors the more diabatic estimate of Munk
and Wunsch (1998).

It is important to note that our method does not
explicitly assume anything about the nature of the
MOC or upwelling, we simply estimate the power sup-
ply needed to account for the distribution of turbulent
diffusivity. We make no particular claim about the dy-
namics of the thermohaline circulation, and the MOC
mass closure of the type described by Toggweiler and
Samuels (1998) and Webb and Suginohara (2001a,b) is
still possible. The diffusivity distributions considered in
this study do not give any information about upwelling
in the abyss. An increase in diffusivity with depth gen-
erally indicates downwelling through the loss of buoy-
ancy. This is specified by the thermodynamic relation
for the advection and buoyancy flux,

w*N2 ≅
�

�z

k�N2�

≅ k�

�N2

�z
� N2

�k�

�z
.


7�

As discussed by Simmons et al. (2004), if diffusivity
increases with depth, then upwelling is possible 1) near
the seafloor, and 2) k��N2/�z 	 |N2�k� /�z| . The former
is understood as the consequence of mixing buoyancy
above the insulating seafloor, while the latter can occur
at any depth provided that the term containing the
buoyancy gradient is stronger than that containing dif-
fusivity change with depth. Simmons et al. (2004) cal-
culate the distribution of w* in their OGCM simulation.
Their diffusivity specification is similar to that de-
scribed as case B in Table 2, and maps showing their
estimates of w* for the 
n � 27.96 and 28.1 kg m�3

surfaces are shown in Fig. 4. The distribution of diapyc-
nal advection is clearly complex and nonuniform.
Downwelling and upwelling occur over comparable ar-
eas throughout the mid- and low latitudes. Thus, it
seems likely that simple conceptual ideas about a one-
dimensional advective–diffusive balance in the abyssal
interior are not constructive for describing the MOC.
Instead, the MOC mass closure must occur through a
spatially complex combination of upwelling and down-
welling.

Our method is also insensitive to the particular de-
tails of any cascade process that provides power to the
finescale. Instead, we assume that realistic energy
sources and cascade pathways must exist to account for
the P � 3 � 1 TW of power we have estimated. Sources
of energy that can provide mechanical power to the
oceanic interior include the winds (Wunsch 1998; Al-
ford 2001, 2003) and tides (Egbert and Ray 2000; Jayne
and St. Laurent 2001). Cascade pathways for these
sources generally involve internal waves. The pathway
by which subinertial winds transfer energy into the in-
terior remain obscure, but may involve the transfer of
potential energy released from the mesoscale eddy
field, as schematically represented in Fig. 2. Kinetic en-
ergy input by marine biosphere has also been impli-
cated as a mechanism by which chemical potential en-
ergy arising from primary production in the euphotic
zone is converted to mechanical energy (Munk 1966;
Dewar et al. 2006).

Estimates for these power inputs have various levels
of uncertainty. Total wind energy input at the sea sur-
face has been estimated in the range of 36 TW (Lueck
and Reid 1984) to 60 TW (Wang and Huang 2004a,b).
Nearly all of this energy is used or dissipated in mixed
layer processes, and only O(1) TW is estimated as flux
into the interior (Alford 2001, 2003). The total tidal
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work done on the oceans by the astronomical forcing of
the earth–moon–sun system is roughly 3.5 TW (Munk
and Wunsch 1998). Roughly 2.5 TW of tidal energy is
dissipated in shallow seas, leaving roughly 1 TW for
deep-ocean conversion to internal tides (Egbert and
Ray 2000; Jayne and St. Laurent 2001). Net primary
production accounts for roughly 60 TW of carbohy-
drate energy. Most of this energy is used in chemical
form by animals in the biosphere, but Dewar et al.

(2006) suggest that O(1) TW is likely converted to bio-
mechanical work done by organisms swimming in the
aphotic ocean. This estimate has considerable uncer-
tainty.

Thus, we conclude that 3 TW is both a reasonable
estimate for the power required to support observed
mixing rates in the ocean interior, and is also consistent
with existing estimates for available energy sources.
However, open questions remain regarding all aspects

FIG. 4. Map of diapycnal advection w* for the (a) 
 n � 27.96 and (b) 28.1 kg m�3 surfaces of the OGCM
numerical simulations of Simmons et al. (2004). The model employs a spatially variable diffusivity that averages
to (1–3) � 10�4 m2 s�1 for the deep- and bottom-water masses (cf. Table 2, case B). Vertical velocity amplitudes
greater than 10 m yr�1 are saturated on the color axis as a means of accentuating the patterns of upwelling and
downwelling.
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of energy input, cascade processes, and dissipation, in-
cluding their role in the ocean’s thermohaline circula-
tion.
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