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The overturning circulation of the ocean plays an important role
in modulating the Earth's climate. But whereas the mechanisms
for the vertical transport of water into the deep oceanÐdeep
water formation at high latitudesÐand horizontal transport in
ocean currents have been largely identi®ed, it is not clear how the

compensating vertical transport of water from the depths to the
surface is accomplished. Turbulent mixing across surfaces of
constant density is the only viable mechanism for reducing the
density of the water and enabling it to rise. However, measure-
ments of the internal wave ®eld, the main source of energy for
mixing, and of turbulent dissipation rates, have typically implied
diffusivities across surfaces of equal density of only ,0.1 cm2 s-1,
too small to account for the return ¯ow. Here we report measure-
ments of tracer dispersion and turbulent energy dissipation in the
Brazil basin that reveal diffusivities of 2±4 cm2 s-1 at a depth of
500 m above abyssal hills on the ¯ank of the Mid-Atlantic Ridge,
and approximately 10 cm2 s-1 nearer the bottom. This amount of
mixing, probably driven by breaking internal waves that are
generated by tidal currents ¯owing over the rough bathymetry,
may be large enough to close the buoyancy budget for the Brazil
basin and suggests a mechanism for closing the global over-
turning circulation.

Our study was conducted in the abyssal Brazil basin where deep
upwelling can be inferred from measurements of net in¯ow of dense
water4,5. In 1996 we surveyed turbulent microstructure and internal
wave ®ne-structure across the basin, and released 110 kg of sulphur
hexa¯uoride above one of the zonal valleys on the western ¯ank of
the Mid-Atlantic Ridge6 (Fig. 1). The microstructure data showed
diapycnal mixing to be very low over the smooth parts of the Brazil
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Figure 1 Tracer distribution. a, 14 months after release; b, 26 months after release. The

red bars labelled `INJ' mark the release site of the tracer. The contours denote the column

integral of SF6 (in nmol m-2) and colours denote bottom depth. The tracer mapping

procedure did not take the bathymetry into account, and hence the meridional distribution

in the east in a appears broader than the valleys where the stations are located and which

actually hold most of the tracer. The bathymetry is from Smith and Sandwell16. The

stations are shown as white dots; those with stars are used for the sections in Fig. 2.

Southerly latitude and westerly longitude are shown negative.
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basin in the west, but greatly enhanced throughout much of the
water column in the eastern part of the basin, with a distinct
increase toward the bottom. The initial dispersion of the tracer
during the ®rst two weeks, and the microstructure measurements in
its immediate vicinity, indicated diffusivities of about 0.5 cm2 s-1 at
the isopycnal surface of the tracer release (45.9408 kg m-3, refer-
enced to 4,000 dbar). This surface was about 4,000 m deep, approxi-
mately 1,000 m above the valley ¯oor and 500 m above the hilltops
lying 20±30 km to the north and south of the release site. The
microstructure data suggested still larger mixing rates to the east
and closer to the bottom6.

A second survey of the tracer and microstructure in 1997, 14
months after the release of the tracer, found about 95% of the tracer
in a patch centred southwest of the release site (Fig. 1a). The
remaining 5% was located as far as 500 km east of the release site,
deep in the valley below the release, and as far as 300 km east in
another zonal valley lying 200 km to the south. Tracer to the west
peaked near the target density surface, while tracer to the east in the
valleys was concentrated nearer the bottom (Fig. 2a). A third tracer
survey in 1998, 26 months after its release, found about 70% of the
tracer in the patch to the west, which had spread laterally and
vertically, while the patch in the east had grown to include about
30% of the tracer and had dispersed dramatically across isopycnals
(Figs 1b and 2b).

The inventory of tracer as a function of potential density has been
estimated from all of the 1997 data and transformed into a pro®le of
concentration versus height z above the target density surface using
the mean density pro®le west of 188 W (Fig. 3). The diapycnal
diffusivity K(z) was estimated by applying a one-dimensional model
for the tracer evolution from the initial pro®le in 1996 to this 1997
pro®le (see Methods). Least-squares ®ts, shown in Fig. 3, were
obtained for K � 3:0 cm2 s 2 1 at z � 0 (,4,000 m depth), increas-
ing to 8 cm2 s-1 at z � 2 500 m (,4,500 m depth). To obtain this ®t
it was necessary to include a velocity of the tracer relative to the
water of 2 1:0 3 10 2 4 cm s 2 1. We can only suggest that tracer was
transported on sinking particles, although the rate is at least a factor
of 10 greater than that at a depth of 300 m in the subtropical North
Atlantic7. It remains to be tested whether particulate effects are
enhanced at high pressure and low temperature. This sinking
continued at approximately the same rate between 1997 and 1998.

The three-dimensional tracer distributions of Figs 1 and 2
strongly suggest that diapycnal mixing on isopycnals increases
toward the east as density surfaces approach the bottom. The
one-dimensional model cannot account for this spatial variation,
and so inferences from it are only approximate. In particular,
because tracer found in the east is concentrated near the bottom,
enhanced diffusion there tends to mix tracer from denser isopycnals
back toward the target density surface; the model may thus under-
estimate the diffusivity on the deeper isopycnal surfaces. The
estimate of K at the target density surface seems to be accurate to
within 61 cm2 s-1, although the depth dependence of K is not well
constrained with a one-dimensional model. Because only 5% of the
tracer was in the east in 1997, the one-dimensional model seems
justi®ed. In 1998, 30% of the tracer was in the east and the transport
back to lighter isopycnals seemed so pronounced that the one-
dimensional approach has not been taken.

The diffusivity inferred from measurements of the dissipation of
turbulent kinetic energy about the target surface in the region of the
tracer patch was 2:3 6 1 cm2 s 2 1, similar to the tracer-derived value
when adjustments for spatial and temporal biases in the sampling
are taken into account (see Methods). Microstructure pro®les
clearly show an increase of diffusivity with decreasing height
above the bottom (Fig. 4). A spatial bias toward low average
diffusivity resulted from the location of most of the stations over
valleys where the target isopycnal lay about 1,000 m above the local
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bottom. Depth-averaged dissipation data from the 1997 survey
document a fortnightly modulation in the mixing that lags the
intensity of the barotropic tide by a few days (Fig. 5). Microstructure
sampling in the vicinity of the main tracer patch occurred chie¯y
during minima in the fortnightly tidal cycle; this bias resulted in
lower dissipation estimates there. Data from both the 1996 and 1997
cruises are biased in these ways, and consequently an earlier basin-
average diffusivity estimate6 is likely to be an underestimate.

The fortnightly cycle in the mixing (Fig. 5) supports the
suggestion6 that the enhanced mixing in the area results from the
breaking of internal waves generated as the barotropic tide ¯ows
over the rough ridge bathymetry. Tidal ¯ows over rough bathymetry
ef®ciently generate upward-propagating internal waves with hori-
zontal wavelengths (l) characteristic of the bottom topography
(l & 6±10 km; ref. 8). Such waves can develop high shear at levels
well above the bottom, and this shear can feed turbulent mixing9.
The fortnightly modulation and small phase lag imply a spatially
local balance between internal wave generation by tides and dis-
sipation; the small time lag is consistent with the rate at which
bottom-generated internal waves with vertical wavelengths of the
order of 100 m can carry energy up into the water column where the
waves interact with each other and break.

Both the one-dimensional tracer dispersion model and the
dissipation measurements indicate that the diapycnal diffusivity
increases suf®ciently strongly with depth to imply a divergence of
buoyancy ¯ux and therefore that the diapycnal ¯ow must be
downward to maintain the density ®eld. For example, the one-
dimensional model indicates velocities of 2 3 3 10 2 5 to
2 5 3 10 2 5 cm s 2 1 across isopycnals lying between the ridge tops
and the target surface. Close to the bottom, however, there must be a
convergence of turbulent buoyancy ¯ux, as, except for a small
geothermal ¯ux10, buoyancy and mass ¯uxes normal to the
bottom must vanish. Hence, there must be a bottom layer in
which the diapycnal component of the mean ¯ow is toward
decreasing density. This diapycnal ¯ow could be a component of
an eastward ¯ow along the bottom. Indeed, a persistent eastward
¯ow below the target density surface is indicated by the tracer
plumes, although how much of this ¯ow is along the bottom versus
along isopycnals is a subject for further study.

Observations of cold bottom water ¯owing into the Brazil basin
from the south imply upwelling across warmer isotherms and
mixing supporting a basin-averaged diffusivity4,5 of 2 to 4 cm2 s-1.
Based on early results of our experiment extrapolated by
bathymetric type to the whole basin, Polzin et al.6 estimated a
heat ¯ux equivalent to an area-averaged diffusivity between 0.5 and
1.5 cm2 s-1 (dictated chie¯y by the large dissipation values above the
rough Mid-Atlantic Ridge). As the turbulent diffusivities reported
here are a factor of two to three larger than those derived from the
preliminary observations above the Mid-Atlantic Ridge, a revised
estimate now closes the abyssal Brazil basin heat budget within the
uncertainties. Moreover, our tracer and turbulence measurements
provide guidance on extrapolating to the global ocean overturning
problem, in particular by focusing attention on the role of baro-
tropic tides and rough bathymetry in providing energy for mixing
through the internal wave ®eld. M

Methods
Tracer data

The average tracer concentration C(z,t) on an isopycnal surface whose mean height is z,
was modelled11 by the equation:
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Here A(z) is the area of the surface at height z within a region encompassing all of the
tracer, w(z) is the vertical velocity of the water, and W is an assumed constant vertical
velocity of the tracer relative to the water. If the turbulent diffusivities for heat, salt, and
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Here N is the buoyancy frequency. The ®rst term represents temporal variation of
isopycnal depths. Our observations in 1997 and 1998 indicate that this term is small
relative to w, justifying its neglect below.

The depth dependence for K(z), chosen with guidance from a model for the internal
wave energy source strength9, was:
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K�z� �
K�zr�

�1 � a�j�zr�2 j�z���2

Here j(z) is the potential density, where zr � 500 m, which is near the tops of the ridges in
the vicinity of the release site and near the bottom of the tracer distribution, and a is a
constant. Below zr, where there is virtually no tracer at the end of the model period, K was
taken to be constant at its value at -500 m, for convenience. No-¯ux boundary conditions
were enforced at z � 2 800 m and +500 m. The source or sink of water implicitly
balancing ]w/]z carries no tracer, since the concentration is zero at the open side
boundaries of the region modelled. The best ®t was for K�zr� � 8 cm2 s 2 1 and
a � 12 m3 kg 2 1, corresponding to K�0� � 3 cm2 s2 1.

Dissipation data

Velocity microstructure data were acquired on the ®rst two cruises with a free-fall
instrument12, deployed in 1997 in conjunction with the tracer sampling (Fig. 1a). From
these, turbulent dissipation-rate estimates were derived following Polzin and
Montgomery13. Adjustment for temporal and spatial biases occurred in three steps. First,
temporal bias was addressed by assuming that turbulent dissipation was proportional to
the ¯ux of tidally generated internal-wave energy, which, in turn, is proportional to the
mean-square tidal current14. Observed dissipation data (e) were scaled using
eÄ�z� � �hU2i=U 2�t��e�z�, where hU2i is the mean-square barotropic current averaged over
the period between tracer injection and sampling and U(t) is the tidal current speed for the
time of each dissipation estimate. A model15 was used to estimate the tidal currents.
Second, these scaled dissipation data were used to construct model pro®les for three
bathymetric classes: ridge crests, valleys, and the sloping regions between the two (Fig. 4).
Each model pro®le is a function of local height above bottom. Third, spatial bias was
treated by mapping dissipation at the target isopycnal onto a uniform grid with 25-km
resolution spanning the area of the tracer patch. The depth of the target isopycnal was
mapped using a second-order polynomial in latitude and longitude, ®tted to density data
in the interval 14±228 W, 19±258 S, and height above bottom was determined with a high-
resolution bathymetric data set16. The appropriate bathymetric class of the dissipation
model was used at each grid point and spatial weighting by the observed 1997 tracer
concentration ®eld at the target isopycnal was used to calculate the average dissipation.
The diffusivity estimate was derived using the expression17 K � ¡eN 2 2 with the observed
mean value of the buoyancy gradient (N2) and a mixing ef®ciency (¡) of 20%. Uncertainty
in this estimate derives from stochastic variability in the dissipation and from an
uncertainty of 100 m in the bathymetric data. An error analysis was carried out using
Monte Carlo methods, and the resulting estimate of K � 2:3 6 1 cm2 s 2 1 re¯ects the 68%
con®dence interval.
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Osmotic pressures are generated by differences in chemical
potential of a solution across a membrane. But whether osmosis
can have a signi®cant effect on the pressure of ¯uids in geological
environments has been controversial, because the membrane
properties of geological media are poorly understood1.
Ànomalous' pressuresÐlarge departures from hydrostatic pressure
that are not explicable in terms of topographic or ¯uid-density
effectsÐare widely found in geological settings, and are com-
monly considered to result from processes that alter the pore or
¯uid volume2, which in turn implies crustal changes happening at
a rate too slow to observe directly. Yet if osmosis can explain some
anomalies, there is no need to invoke such dynamic geological
processes in those cases. Here I report results of a nine-year in situ
measurement of ¯uid pressures and solute concentrations in shale
that are consistent with the generation of large (up to 20 MPa)
osmotic-pressure anomalies which could persist for tens of
millions of years. Osmotic pressures of this magnitude and
duration can explain many of the pressure anomalies observed
in geological settings. They require, however, small shale porosity
and large contrasts in the amount of dissolved solids in the pore
watersÐcriteria that may help to distinguish between osmotic
and crustal-dynamic origins of anomalous pressures.

The test was conducted in Cretaceous-age Pierre Shale in central
South Dakota, USA. The shale at the site is saturated, has a
permeability of 10-20 to 10-21 m2, and is 70±80% clay, of which
about 80% is mixed-layer smectite-illite3,4. The shale pore water
contains ,3.5 g l-1 NaCl, with only minor amounts of other solutes.
Four boreholes were drilled in the shale (Fig. 1), and the test was
started by adding waters with different total dissolved solids (TDS)
to the boreholes. Fluid squeezed from cores guided the test design,
with one borehole receiving a near duplicate of the expelled ¯uid
(designated borehole DUP), two receiving water with ten times the
solute concentration (high-TDS boreholes HC1 and HC2), and one
receiving deionized water (borehole DI) (see also Supplementary
Information, section 1). For 9 years water levels were monitored
with an electrical sounding cable, and samples of borehole waters
were collected for analysis; the water level and TDS changes are
plotted in Fig. 2.
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Figure 1 Pierre Shale boreholes used for the osmosis test. The boreholes were capped to

prevent rainfall or runoff from entering, but with breather holes to accommodate water

level changes. Estimated evaporative losses from barometric pumping through the

breather hole during the 9-year test were ,1 cm of water. The spacing between

boreholes was chosen to ensure that they did not interact during the test.


