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Abstract Ocean–atmosphere coupling in the Humboldt
Current System (HCS) of the Southeast Pacific is studied
using the Scripps Coupled Ocean–atmosphere Regional
(SCOAR) model, which is used to downscale the National
Center for Environmental Prediction (NCEP) Reanalysis-2
(RA2) product for the period 2000–2007 at 20-km resolu-
tion. An interactive 2-D spatial smoother within the sea-
surface temperature (SST)–flux coupler is invoked in a
separate run to isolate the impact of the mesoscale (∼50–
200 km, in the oceanic sense) SST field felt by the atmo-
sphere in the fully coupled run. For the HCS, SCOAR pro-
duces seasonal wind stress and wind stress curl patterns that
agree better with QuikSCAT winds than those from RA2.
The SCOAR downscaled wind stress distribution has sub-
stantially different impacts on the magnitude and structure
of wind-driven upwelling processes along the coast com-
pared to RA2. Along coastal locations such as Arica and
Taltal, SCOAR and RA2 produce seasonally opposite signs
in the total wind-driven upwelling transport. At San Juan,
SCOAR shows that upwelling is mainly due to coastal

Ekman upwelling transport, while in RA2 upwelling is
mostly attributed to Ekman pumping. Fully coupled
SCOAR shows significant SST–wind stress coupling during
fall and winter, while smoothed SCOAR shows insignificant
coupling throughout, indicating the important role of ocean
mesoscale eddies on air–sea coupling in HCS. Coupling
between SST, wind speed, and latent heat flux is incoherent
in large-scale coupling and full coupling mode. In contrast,
coupling between these three variables is clearly identified
for oceanic mesoscales, which suggests that mesoscale SST
affects latent heat directly through the bulk formulation, as
well as indirectly through stability changes on the overlying
atmosphere, which affects surface wind speeds. The SST–
wind stress and SST–heat-flux couplings, however, fail to
produce a strong change in the ocean eddy statistics. No
rectified effects of ocean–atmosphere coupling were identi-
fied for either the atmospheric or oceanic mean conditions,
suggesting that mesoscale coupling is too weak in this
region to strongly alter the basic climate state.
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1 Introduction

The climate of the Southeast Pacific involves important
feedbacks between atmospheric circulation, sea-surface
temperature (SST), clouds, ocean heat transport, aerosols,
and coastal orography, bathymetry, and geometry (Wood et
al. 2011). This region is vitally important to global climate
because of its effect on the Walker Cell, which controls both
the mean state of the tropical Pacific and El Nino–Southern
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Oscillation variability in key ways (e.g., Ma et al.
1996). It also includes the Humboldt Current System
(HCS), an eastern boundary current (EBC) system that
supports a productive ecosystem that provides roughly
20 % of the world’s fish catch (Sherman and Hempel
2008; Overland et al. 2010).

While global and regional climate models work well in
simulating ocean circulation and atmospheric flow patterns on
the large scale, significant biases still occur, especially in EBC
regions, such as off the west coast of South America (Large
and Danabasoglu 2006). A major experimental and modeling
program called VAMOS Ocean Cloud Atmosphere Land
Studies (VOCALS) was initiated to investigate the dynamics
of various feedbacks in controlling the climate in this hotspot
region, and numerous results have been obtained toward those
goals (Wood et al. 2011).

Here we present a regional coupled modeling study that
was motivated by the VOCALS program along with other
recent studies that have uncovered interesting impacts of
mesoscale SST anomalies on the atmospheric boundary
layer (Chelton et al. 2001; Xie 2004; Seo et al. 2007a;
Small et al. 2008; Minobe et al. 2010; Chelton and Xie
2010). Our numerical experiments are designed to allow
for mesoscale (∼50–200 km in the oceanic sense) SST
feedbacks on the atmosphere in the Southeast Pacific region
so that we can evaluate their impact on modifying local
oceanic and atmospheric processes in the HCS of the
Southeast Pacific.

Quantification of air–sea coupling using SST gradients
and wind stress derivatives has been widely accomplished
with many satellite observations over the world’s ocean,
including the Gulf Stream, California Current System
(CCS), Agulhas Return Current, tropical Atlantic Ocean,
and the Antarctic Circumpolar Current (Chelton et al.
2004, 2007; O’Neill et al. 2003, 2005; Samelson et al.
2006). However, such an analysis has not been performed
over the Southeast Pacific region, off the coasts of Peru
and Chile, because it was thought to exhibit only weak
coupling. But even weak local feedbacks between meso-
scale ocean variability and the atmosphere in this region
could potentially rectify to produce a response that has
important remote influences on global climate through
changes in the Walker Cell.

Historical results indicate that the atmosphere predomi-
nantly drives large-scale variability of SST via latent heat
and sensible heat flux (Cayan 1992), which suggests that the
ocean is mainly subservient to the atmosphere. This is
supported by the generally negative correlation of SST and
winds found during winter months (Wallace et al. 1990).
However, the presence of oceanic fronts proves to counter to
those results, at least on the oceanic mesoscale (Nakamura et
al. 2004; Nonaka and Xie 2003). For example, observations
have shown that areas with colder SST or cold filaments are

generally coincident with wind stress minima and places
with warmer SST covary with strong wind stress (Wallace
et al. 1989; Chelton et al. 2001; Xie 2004; Vecchi et al.
2004; Small et al. 2008). This leads to a positive relation
between wind stress divergence (curl) and downwind
(crosswind) SST gradient when winds blow perpendicular
(parallel) to an SST front (e.g., Chelton et al. 2004).
Observations also have indicated coupling between SST
and surface heat fluxes (e.g., Vecchi et al. 2004), and models
have shown that latent heat fluxes out of the ocean have a
positive correlation with mesoscale SSTs in various parts of
the World Ocean (Thum et al. 2002; Liu et al. 2007; Seo et
al. 2007a, 2008; Haack et al. 2008; Bryan et al. 2010).

In this study, we use regional coupled ocean–atmosphere
models to downscale a global atmospheric analysis product
in the Southeast Pacific from the time period from 2000 to
2007. We first validate the fully coupled model by compar-
ing the wind stress fields with those of satellite observations.
We then evaluate the impact of the model-predicted wind
stress fields on coastal Ekman upwelling and open-ocean
Ekman pumping because the results are important for nutri-
ent input for sustaining the ecosystem.

Next, we focus on the magnitude and consequences of
mesoscale ocean–atmosphere boundary layer coupling, in
which SST affects the stability of the atmospheric boundary
and concomitantly alters the surface stresses and surface
heat fluxes. This part of the analysis is facilitated by invok-
ing a recently developed technique (Putrasahan 2012;
Putrasahan et al. 2013) with an analogous coupled run that
removes the impact of the oceanic mesoscale SST on cou-
pling. Finally, in turn, we assess the impacts of the SST-
driven flux anomalies on ocean eddy statistics. The coupled
runs are also compared, as needed for clarification, with
uncoupled versions of the atmosphere and ocean.

Section 2 discusses the regional coupled and uncoupled
models used to study ocean–atmosphere interactions in this
EBC. Section 3 contains several studies pertaining to the
HCS. Presented first is a study on the impact of downscaling
on the model wind products, followed by a study of the
consequent wind-driven upwelling along the coast of Peru
and Chile. Next is an assessment of SST–wind stress cou-
pling in Peruvian waters. The third study focuses on under-
standing the impact of mesoscale SST on wind speed and
latent heat flux. The fourth examines the effects of full
coupling versus large-scale coupling on ocean eddy statis-
tics. Section 4 gives a summary and discussion.

2 The SCOAR model runs

The Scripps Coupled Ocean–atmosphere Regional
(SCOAR) model is employed to perform coupled ocean–
atmosphere interaction studies in the HCS. This model was
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developed by Seo et al. (2007a). The model consists of the
Experimental Climate Prediction Center (ECPC) Regional
Spectral Model (RSM) as the atmospheric component, the
Regional Ocean Modeling System (ROMS) as the oceanic
part, and a flux–SST coupler to bridge the two. This model
is chosen because it has shown to be effective in capturing
mesoscale features in tropical and mid-latitudinal oceans
(Seo et al. 2006, 2007a, b, 2008; Putrasahan et al. 2013).

ROMS is an incompressible, free-surface, hydrostatic,
primitive equation ocean model that utilizes a horizontal,
orthogonal, curvilinear grid and a generalized sigma-
coordinate system that includes enhanced vertical resolution
in the surface and bottom layers of the ocean (Shchepetkin
and McWilliams 2005; Haidvogel et al. 2008). The K-
profile parameterization vertical mixing scheme is used,
along with a third-order upstream horizontal advection and
a fourth-order centered vertical advection scheme for both
tracers and momentum. Radiation nudging to open bound-
ary conditions is used so that long-term integrations are
more stable and nudging is adaptive to inflow/outflow ratio,
meaning nudging is stronger on inflow than on outflow if
the ratio is greater than 1. The 1950–2007 OFES (Ocean
Global Climate Model for the Earth Simulator) hindcast
monthly mean products (Sasaki et al. 2006) are used to
force the lateral boundary conditions on ROMS.

ECPC-RSM, hereinafter denoted as RSM, is a hydrostatic,
primitive equation atmospheric model that uses a terrain-
following sigma-coordinate system. RSM was first developed
by Juang and Kanamitsu (1994) at the National Center for
Environmental Prediction (NCEP) and later revised and im-
proved upon its dynamics and efficiency by Juang et al.
(1997). Essentially, RSM provides regional details down-
scaled from the Global Spectral Model (GSM) that is phys-
ically and dynamically consistent with the NCEP/Department
of Energy Reanalysis (RA2) model (Kanamitsu et al. 2002a).
This is done by nesting RSM non-interactively and one-way
within GSM such that GSM forces RSM along the lateral
boundaries. The boundary layer (BL) parameterization in
RSM uses a nonlocal diffusion scheme (Hong and Pan
1996) that couples strongly with the surface layer physics.
Above the BL, in the free troposphere, a local diffusion
scheme is used. For this study, the Relaxed Arakawa–
Schubert scheme is used for deep convective parameteriza-
tion along with Haack shallow convection scheme. The
Yonsei University cloud water prediction scheme (Lim and
Hong 2010) is used, which follows a double-moment cloud
microphysics scheme that takes water vapor, cloud water, and
rain water as prognostic variables. The default setting of
spectral tendency damping scheme was turned off to allow
features of fields greater than 2,000 km within the domain to
freely evolve in the presence of ocean–atmosphere coupling.
Kanamitsu et al. (2002b) provides more details regarding the
model physics.

The flux–SST coupler (Seo et al. 2007a) works in a
sequential manner, such that RSM and ROMS run individ-
ually and alternately, exchanging forcing fields daily.
Surface flux fields driving the ocean invoke the Tropical
Ocean Global Atmosphere Coupled Ocean Atmosphere
Response Experiment bulk parameterization (Fairall et al.
1996) to calculate the surface momentum, latent, and sensi-
ble heat fluxes from near-surface meteorological variables
with ROMS SST. RSM is only forced on the surface by
SST, which is given by ROMS. This exchange of SST and
surface fluxes between the ocean and atmosphere within
SCOAR allows the study of mesoscale coupled air–sea
feedbacks.

The model domain covers a regional grid from 88 W to
68 W and 8 S to 38 S. The atmospheric and ocean model
have the same horizontal grid with 20 km resolution.
However, the atmosphere has 28 vertical layers whilst the
ocean has 30 layers. The vertical coordinates for the ocean
model were stretched to give higher resolution to the surface
layers. The ocean spin up (in uncoupled mode) is forced by
RA2 winds from 1980 to 2000 to allow equilibration before
any coupled runs are performed. The coupled run is a
downscaling of the RA2 from 2000 to 2007. Daily averages
are saved for both the oceanic and atmospheric state. Note
that since the ocean eddies are randomly generated in the
model and have no correlation to the ocean eddies observed
in nature, a direct deterministic comparison of the down-
scaled mesoscale ocean–atmosphere variations with obser-
vations is not possible. Instead, the statistical properties of
the model and natural systems must be compared.

Putrasahan et al. (2013) recently introduced a new meth-
od to investigate mesoscale SST influence in a coupled
framework. This strategy is also employed here. The tech-
nique invokes an interactive SST smoother in a “smoothed
SCOAR” run, which is applied solely to the SST that is felt
by the atmosphere over the same time period and with the
same resolution as the fully coupled “control SCOAR” run.
Note that the actual SST in the ocean model is left
unchanged but evolves instead under the influence of an
atmosphere that has seen only the smoothed SST field. In
the experiments that remove the mesoscale air–sea interac-
tions, an online 2-D spatial, locally weighted scatterplot
smoothing (lowess) filter (Schlax et al. 2001) is applied to
the SST field that forces RSM at each coupling step. This
procedure effectively allows large-scale SST coupling to be
preserved while extinguishing the mesoscale eddy impacts
on the atmospheric boundary layer. This technique allows us
to separate the spatial scales of air–sea coupling by compar-
ing with the fully coupled run. Here we use a 2.5° lowess
filter, which yields a cutoff wavelength of 1.5° (∼150 km) in
latitude and longitude. As such, features up to 150 km are
considered “mesoscale” and greater than 150 km are re-
ferred to as “large scale.” This allows for comparative
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studies that provide a sense of how large-scale coupling
differs from full coupling and extracts the importance of
mesoscale coupling. The interactive smoothing tech-
nique can also be used to determine the impact of the
SST-induced mesoscale flux anomalies on the ocean
eddies themselves.

Figure 1 gives an example of the performance of the filter
on the SST field for this HCS study. The top left and right
panels show the averaged April 2007 SST field for control
and smoothed SCOAR, respectively. The bottom left panel
presents the difference between the two, which indicates that
the filter effectively removes patterns and filaments of scales
roughly 150 km and less. The bottom right panel shows the
SST power spectrum of latitudinal band, 20 S–36 S, for
control SCOAR and smoothed RSM. The power spectrum
indicates that the filter preserves much of the energy at low
wavenumber and rolls off as the wavenumber increases. The
ratio of the power spectra of smoothed RSM and control
SCOAR gives an estimate of the variance retained after
smoothing, which provides a gauge of the cutoff wavelength
for the filter. In this case, the filter cuts off ∼80 % of the
energy at wavelength of ∼180 km.

We also used a deterministic approach to further isolate
the effects of these mesoscale SST patterns on the atmo-
sphere by applying the 2-D smoother upon the raw SST
fields taken from the control SCOAR run. These daily
smoothed SST fields are prescribed as surface forcing for
the uncoupled atmosphere, “smoothed RSM,” for an 8-year
(2000–2007) daily response of the atmospheric state. The
difference in the two runs highlights the influence of meso-
scale SST on the overlying atmosphere, as well as isolating
the mesoscale coupling effects. This direct-differencing
comparison cannot be achieved by differencing control
and smoothed SCOAR runs because the oceanic eddies are
randomly generated in each case.

In addition, for study of the impact of coupling on ocean
dynamics, an uncoupled run of ROMS is executed that is
daily forced by spatially smoothed surface atmospheric
fields from control SCOAR for the 2000–2007 time period.
This run, designated as “smoothed ROMS” is used to
assess the influence of spatially smoothed surface forcing
on the ocean.

3 Mesoscale ocean–atmosphere coupling results

3.1 Downscaled wind stresses

We first address the capabilities of the SCOAR model to
downscale the RA2 winds in this important region. The
wind fields are validated with Quick Scatterometer
(QuikSCAT) winds at 0.5° resolution (Liu 2002). Figure 2
shows the seasonal cycle of wind stress field averaged over

2000–2007, for satellite observations. Satellite-derived wind
stress fields indicate a consistent southerly/southeasterly
winds off the coast of Peru and Chile throughout the year,
with variations of the strength and location of the maxima.
There is an anticyclonic high around 85 W that migrates
meridionally (about 30 S in summer and around 35 S in
winter) and brings south–southwesterly winds to Chile at
Punta Lavapie during winter and westerly winds in other
seasons. Coastal atmospheric jets seasonally form around
San Juan (Peru) during fall (April–May–June, AMJ)
through winter (July–August–September, JAS). In Chile,
the coastal atmospheric jets typically form during spring
(October–November–December, OND) and summer
(January–February–March, JFM) along Coquimbo and
Punta Lavapie (Garreaud and Munoz 2005; Renault et al.
2009). Model-derived wind stress fields from SCOAR
(Fig. 3) show similar spatial distribution and magnitude,
which indicates the ability of SCOAR to downscale large-
scale winds and provide the appropriate forcing over the
ocean. For RA2 (Fig. 4), however, the location of the
maximum wind stress field is shifted offshore, which would
consequently affect the contribution of Ekman upwelling
transport to the total upwelling, particularly along the coast.

The seasonal cycle of wind stress curl field derived
from satellite observations is presented in Fig. 5. It shows
that near and along the coast, wind stress curl fields are
negative and extend to approximately 100 km offshore.
Wind stress curl fields are generally positive further off-
shore from Chile and mostly negative further offshore
from Peru. Negative wind stress curl in the Southern
Hemisphere is associated with upwelling due to Ekman
pumping. SCOAR (Fig. 6) exhibits similar spatial patterns
of wind stress curl, with stronger and narrower negative
wind stress curl hugging along the coast (likely due to the
higher resolution of RSM compared to the observations).
The exception is around San Juan and Coquimbo, where
there is a positive wind stress curl along the coast. This
indicates that the wind stress maximum is located right on
the coast rather than just near the coast. For RA2 (Fig. 7),
wind stress curl following the coastline is mostly negative
and extends to about 600 km offshore, beyond which
wind stress curl becomes positive throughout. During
austral spring and summer, wind stress curl is positive
along the coast in the southern part of the domain. The
wider and more intense negative wind stress curl along
the coast would impact the contribution of Ekman
pumping on the total upwelling.

Taken together, these results show very good agreement
of the spatial distribution and magnitude of the wind fields
seen in SCOAR and observations. The corrective changes
seen between the RA2 and downscaled winds demonstrates
the ability of SCOAR to properly represent the regional
winds by boundary-forced model dynamics.
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3.2 Wind-forced upwelling

We next compare the wind fields from SCOAR and the RA2
to investigate the contribution of coastal Ekman upwelling
transport versus Ekman pumping transport (Smith 1968;
Castelao and Barth 2006; Halpern 2002), to the total wind-
driven upwelling in three key locations along the HCS coast.
Satellite-observed winds over the ocean within 50 km of the
coast are not as accurate, so wind-driven coastal upwelling
based on satellite observations are not computed here.

Integration of the Ekman pumping velocity, wEk, over some
distance offshore from each coastal grid point was performed
to get units of transport (WEk, in cubic meter per second per
meter of coast) that can be compared to coastal Ekman upwell-
ing transport (MEk, in cubic meter per second per meter of
coast). Over California Current System, the zero wind stress
curl line extends to about 200–300 km offshore (Pickett and
Paduan 2003), which indicates the extent of transport by
Ekman pumping. Similarly, using satellite-derived wind stress
curl fields over the Humboldt Current System, this would

extend to approximately 100–200 km offshore. An estimate
of the total wind-driven upwelling is obtained by taking the
sum of both transports (TEk=MEk+WEk).

We consider three locations (marked in Fig. 1) along the
coast of Peru and Chile, namely San Juan, Arica, and
Taltal, which have strong, weak, and moderate coastal
upwelling and Ekman pumping fields, respectively, to ex-
emplify key aspects of the impact of downscaling on the
wind-forced upwelling fields. The coastal Ekman upwell-
ing transport (CEUT=MEk), Ekman pumping transport
(EPT=WEk), and total wind-driven upwelling transport
are computed based on the wind forcing from SCOAR
and the RA2. For the CEUT along each location, the
alongshore wind stress component of the grid point right
next to the coast is used. Positive (negative) Ekman up-
welling transport indicates offshore (onshore) transport
that induces an equivalent upwelling (downwelling) right
at the coast. For the transport due to Ekman pumping, the
Ekman pumping velocity is integrated from the coast to
approximately 100 km offshore. Again, positive (negative)

Fig. 1 Averaged SST (in
degree Celsius) distribution
during April 2007, over entire
model domain for control
SCOAR with names of
particular coastal locations
along Peru and Chile (top left),
smoothed RSM (top right), and
their difference (bottom left).
The HCS region covers 88 W–
68 W, 8 S–38 S. Bottom right
panel: power spectrum of SST
for control SCOAR (red) and
smoothed RSM (blue) in the
latitudinal band, 20 S–36 S
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transport is associated with upwelling (downwelling)
waters.

At San Juan, Fig. 8 shows the CEUT, EPT, and total
wind-driven upwelling based on SCOAR and RA2. Here,
SCOAR exhibits a consistent, positive CEUTwith a distinct
seasonal cycle that peaks during the wintertime. The high
wind stress upon the waters at this location produces CEUT
of roughly 1.5 m3/s/m in summer and about 4 m3/s/m in
winter. RA2, on the other hand, does not have a seasonal
cycle in CEUT, but it has a rather constant, equatorward,
alongshore wind that produces about 0.5 m3/s/m CEUT.
With respect to EPT, the location of the wind stress maxi-
mum is particularly important. SCOAR reveals a maximum
on the coast and weakening of winds within about 100 km
offshore, which leads to negative EPT. The EPT also has a
seasonal cycle that ranges between −1.4 (in winter) to
−0.2 m3/s/m (in summer). RA2 has a similar seasonal and
range in magnitude of EPT, but of the opposite sign. This

indicates strengthening winds while extending offshore. A
seasonal cycle is evident in the total transport for both
SCOAR and RA2. During winter, total transport in
SCOAR is greater than RA2 by a factor of 1.5 to 2 and only
slightly greater by about 10 % during summer. This will
have implications on the nutrient flux brought to the surface
ocean and affect the nutrient availability for biological pro-
duction. CEUT contributes about 80 % of the total transport
in SCOAR, while EPT contributes about 60 % of the total
transport in RA2. This shows that while both SCOAR and
RA2 can induce a similar seasonal cycle in total upwelling
transport, the mechanism for the upwelling is different in the
two wind forcing products.

Arica is situated at the border of Peru and Chile, on a
geographical bend that is characterized by a wind stress
minimum. Figure 9 reflects a steady, equatorward along-
shore wind that gives rise to a constant 0.2 m3/s/m CEUT
in SCOAR. RA2 shows a seasonal reversal of winds at the

Fig. 2 Seasonal wind stress
field (in Newton per square
meter) derived from satellite
observations over the HCS
region averaged from 2000 to
2007. Austral summer (JFM;
top left), fall (AMJ; top right),
winter (JAS; bottom left), and
spring (OND; bottom right)
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coast that induces offshore transport during summer and
onshore transport during winter, with CEUT of roughly
±0.5 m3/s/m. RA2 also shows a seasonal cycle in EPT that
in contrast to CEUT and produces negative EPT in summer
and positive EPT in winter, with EPT magnitude of about
±0.3 m3/s/m. SCOAR has a marginally variable EPT cen-
tered around 0.1 m3/s/m. As such, the total transport for
SCOAR is about 0.3 m3/s/m throughout the whole time
series. For RA2, the CEUT provides about 70 % of the total
transport, thereby allowing upwelling (downwelling) favor-
able conditions during summer (winter). This reflects the
importance of the spatial distribution of wind forcing used
as it can produce quite different conditions for nutrient flux.

South of Arica, the coastline is orientated north–south
over roughly 800 km, and Taltal provides a typical example
for this stretch. For the coastal water off Taltal, a time series
of the total wind-driven upwelling transport and its two
components are shown in Fig. 10. In SCOAR, weak winds

uniformly blow northward and produce CEUT of about 0.3
±0.1 m3/s/m. In RA2, the seasonal cycle of the winds bring
stronger negative CEUT of about −0.6 m3/s/m during fall
season. In contrast, EPT in this area has a seasonal cycle in
SCOAR that ranges between 0.3 and 1.2 m3/s/m with its
peak in winter, while in RA2, it is a more steady 0.3±
0.1 m3/s/m EPT. As a result, the combined transport in
SCOAR produces upwelling favorable conditions through-
out, with a seasonal cycle that ranges between 0.5 and
1.5 m3/s/m. On the other hand, the total transport in RA2
flips between negative and positive. From 2000 to mid-
2003, transport is generally negative and peaks at
−0.5 m3/s/m during fall. Similarly, 2006–2007 also exhibit
negative total transport that peak in winter. As for mid-2003
to 2005, total transport in RA2 is about 0.2±0.3 m3/s/m.
This analysis reiterates the importance of the wind product
used to force an ocean model (e.g., Song et al. 2011), as the
difference in wind stress magnitude off Arica and the shift in

Fig. 3 Seasonal wind stress
field (in Newton per square
meter) over the HCS region
averaged from 2000 to 2007 for
SCOAR. Austral summer
(JFM; top left), fall (AMJ; top
right), winter (JAS; bottom
left), and spring (OND; bottom
right)
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the wind stress maximum leads to opposite physical driving
mechanisms for nutrient flux.

Comparison of SCOAR winds to RA2 winds along
coastal regions shows the differences of their influence on
wind-driven upwelling variability and thus the importance
of wind products used to test the sensitivity of coastal ocean
models (e.g., Capet et al. 2004; Song et al. 2011; Moore et
al. 2009). The total upwelling transport in SCOAR and RA2
has seasonally opposite signs at Taltal and Arica, which
reflects the importance of the spatial distribution of wind
forcing used. In particular, near the coast where differences
in wind stress magnitude and location of wind stress max-
ima, which in turn affects wind stress curl fields, can greatly
influence the wind-driven upwelling processes and thus
affect at least one factor of nutrient flux. At San Juan, where
the seasonal cycle in total upwelling transport is similar,
spatial pattern of wind forcing still play an important role

in distinguishing the wind-driven upwelling processes that
support the ecosystem.

3.3 Atmospheric boundary layer coupling to mesoscale SST
anomalies: wind stresses

Ocean–atmosphere coupling in the HCS is next identified
through satellite observations and the simulations of control
SCOAR and smoothed SCOAR. Satellite-derived SST
products are obtained from the fusion of Tropical Rainfall
Measuring Mission Microwave Imager (TMI) data, which is
available from November 1997 (Wentz et al. 2000) and from
the Advanced Microwave Scanning Radiometer on the
Earth Observing System Aqua satellite (AMSR-E) data that
available from May 2002 (Wentz and Meissner 2000;
Chelton and Wentz 2005). Both TMI and AMSRE data have
been combined and optimally space–time interpolated to

Fig. 4 Seasonal wind stress
field (in Newton per square
meter) based on NCEP R2 over
the HCS region averaged from
2000 to 2007. Austral summer
(JFM; top left), fall (AMJ; top
right), winter (JAS; bottom
left), and spring (OND; bottom
right)
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give daily SST products at 0.25° resolution (Reynolds et al.
2004). These data are available on the remote sensing
systems.

Using TMI-AMSRE SST data and QSCAT wind stress
fields for 2003–2007, monthly downwind SST gradient and
crosswind SST gradient, along with corresponding wind
stress divergence and convergence are computed. These
calculations are also performed with the outputs from con-
trol SCOAR and smoothed SCOAR. Figure 11 (left) shows
an example of wind stress divergence (in colors) overlaid
with contours of downwind SST gradients averaged over
April 2007, for control SCOAR, smoothed SCOAR, and
satellite observations, respectively. Both control SCOAR as
well as satellite observations provide a prominent example
of downwind SST gradient underlying wind stress diver-
gence and vice versa on the oceanic mesoscale. In smoothed
SCOAR, some overlay exists, but it is not as distinct as
control SCOAR, suggesting that smoothing SST fields
would reduce the coupling.

For a better quantification of the air–sea coupling, bin
scatter plots (Fig. 12, top) of the wind stress divergence
against downwind SST gradient are created, and a linear
regression is performed on the mean of each bin (Xie 2004;
Chelton et al. 2004). The error bars show 1 standard devi-
ation of the wind stress divergence for each bin. The slope
of the linear fit (hereinafter designated as the “coupling
coefficient”, sd), with its associated standard error and r2

coefficient, is all evaluated for each case. For April 2007,
the coupling coefficients are found to be sd=0.9±0.2 for
control SCOAR, sd=0.1±0.3 for smoothed SCOAR, and sd
=1.2±0.1 for satellite observations. Control SCOAR pro-
duces a comparable coupling coefficient to satellite obser-
vations, while smoothed SCOAR does not have the
coupling, which indicates the importance of the mesoscale
to the air–sea coupling.

These calculations were then extended for each month in
2003–2007. The monthly coupling coefficients (sd) for con-
trol SCOAR (red) and satellite observations (black,

Fig. 5 Seasonal wind stress
curl field (in Newton per square
meter per meter) derived from
satellite observations over the
HCS region averaged from
2000 to 2007. Austral summer
(JFM; top left), fall (AMJ; top
right), winter (JAS; bottom
left), and spring (OND; bottom
right)
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excluding data within 50 km of the coast) along with their
confidence intervals measured by the standard error are
plotted in Fig. 13 (top). Here, we consider sd to be signifi-
cant if its associated r2 coefficient is greater than 0.6 and its
associated p value (based on Students t test) is less than
0.05. If these criteria are not met, sd is considered insignif-
icant (and marked by a green dot), and their standard errors
are not shown. Since smoothed SCOAR produces sd that are
all flagged by this criterion, they have been omitted from
Fig. 13 (top). The results reveal a seasonal pattern to the air–
sea coupling coefficients in control SCOAR (red) and satel-
lite observations (black). Satellite observations indicate
stronger coupling in austral summer and fall, while control
SCOAR shows stronger coupling in austral fall and winter.
While sd are comparable in most austral fall months, the
model does not capture the precise seasonal cycle found in
observations. For smoothed SCOAR, coupling is insignifi-
cant, indicating the important role of the oceanic mesoscale

on the coupling of downwind SST gradient and wind stress
divergence. Observation-based sd evaluated in HCS is
weaker than its counterpart in the CCS by roughly a factor
of 0.5 in summer months (Chelton et al. 2007; Seo et al.
2007a; Haack et al. 2005, 2008; Jin et al. 2009), suggesting
that air–sea coupling is not strong in the HCS region.

In a similar fashion, we next analyze the coupling be-
tween crosswind SST gradients and wind stress curl
(Chelton et al. 2001, 2004). Figure 11 (right) shows the
colormap of the wind stress curl (Newton per square meter
per 10,000 km) overlaid with contours of crosswind SST
gradients averaged over April 2007, for control SCOAR,
smoothed SCOAR, and satellite observations, respectively.
Likewise, it can be seen that both control SCOAR and
satellite observations have indications for air–sea coupling.
Performing the linear fit to the bin scatter plot (Fig. 12,
bottom), coupling coefficients (sc) for crosswind SST gra-
dients to wind stress curl are found to be sc=0.7±0.1 with r

2

Fig. 6 Seasonal wind stress
curl field (in Newton per square
meter per meter) over the HCS
region averaged from 2000 to
2007 for SCOAR. Austral
summer (JFM; top left), fall
(AMJ; top right), winter (JAS;
bottom left), and spring (OND;
bottom right)
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correlation of 0.8 for control SCOAR, sc=0.5±0.1 (r2=0.5)
for smoothed SCOAR, and sc=0.7±0.1 (r

2=0.8) for satellite
observations. Like the previous analysis, smoothed SCOAR
indicates the importance of oceanic mesoscale on air–sea
coupling.

The calculations were then extended through 2003–2007,
which reveals a seasonal cycle of the air–sea coupling in
control SCOAR and satellite observations (Fig. 13, bottom).
Observation-derived air–sea coupling shows peaks in aus-
tral summer seasons and usually extending to April.
However, air–sea coupling based on control SCOAR has
significant coupling in austral winter seasons. While posi-
tive sc values between control SCOAR and observations are
comparable, the model is unable to capture the details of the
seasonal cycle in this case. Air–sea coupling (sc) in
smoothed SCOAR is found to be mostly insignificant
(flagged with r2<0.6) and thus not plotted in Fig. 13
(bottom), again suggesting that ocean mesoscale plays an

important role in the coupling of crosswind SST gradient
with wind stress curl. For summer months, sc from
observations are approximately a factor of 0.6 lower than
those found in CCS (Chelton et al. 2007), which indi-
cates that the intensity of air–sea coupling in the HCS
region is relatively weak.

In summary, the control SCOAR produces seasonal
coupling coefficients comparable in magnitude to those
observed in satellite observations. However, smoothed
SCOAR (large-scale coupling) does not produce any
significant SST–wind stress coupling throughout the
whole run. This may be due to large-scale SST gradients
driven by intrinsic oceanic processes being too weak or
to large-scale SST gradients being predominantly driven
by atmospheric variability. This shows the critical role of
mesoscale ocean instabilities in producing the ocean–at-
mosphere coupling seen in control SCOAR (full-coupled
mode) in this region.

Fig. 7 Seasonal wind stress
curl field (in Newton per square
meter per meter) based on
NCEP R2 over the HCS region
averaged from 2000 to 2007.
Austral summer (JFM; top left),
fall (AMJ; top right), winter
(JAS; bottom left), and spring
(OND; bottom right)
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3.4 Atmospheric boundary layer coupling to mesoscale SST
anomalies: heat fluxes

We next explore the impact of mesoscale SST anomalies on
the atmospheric boundary layer by isolating the influence of
SST on latent flux anomalies. Latent heat flux out of the
ocean can be diagnosed according to the bulk parameteriza-
tion of Fairall et al. (1996) as LH=rho×L×cH×Ua×(qs−qa)
where rho is air density, L is the latent heat of vaporization
of water, cH is the bulk exchange coefficient, Ua is the wind
speed at 10 m, qa is the specific humidity of air near the
surface, and qs is the saturation specific humidity based on
SST. It should be noted that latent heat flux in SCOAR is
computed using the non-local BL parameterization scheme
in RSM, while the relation between the variability of latent
heat flux and mesoscale SST patterns is analyzed through

the bulk parameterization given above with various param-
eters that often covary with SST.

A positive linear relation between SST and latent heat
flux indicates the influence of SST on latent heat flux in a
direct and/or indirect manner. A direct impact of an in-
crease in SST would raise qs and thus the latent heat flux
out of the ocean. This is under the assumption that all other
parameters have insignificant changes. Another possibility
is the increase in SST would lead to greater instability of
the overlying atmosphere that supports turbulent down-
ward mixing of momentum from winds aloft to the surface
that would enhance Ua and thus also increase latent heat
flux. This would result not only in a positive linear relation
between SST and latent heat flux but also a positive linear
relation of wind speed with SST, as well as wind speed
with latent heat flux.

Fig. 8 Time series of coastal Ekman upwelling transport (top), Ekman
pumping transport (middle), and total wind-driven upwelling transport
(bottom) at San Juan based on SCOAR (red) and NCEP R2 (blue) over

the time period of 2000–2007. Transport is in units of cubic meters per
second per meter of coast
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Figure 14 shows the distribution of SST, wind speed, and
latent heat flux averaged over April 2007 from control
SCOAR. It exemplifies the complicated nature of the rela-
tionship between latent heat flux, wind speed, and SST. The
SST distribution is diagonally divided into two regions, with
warmer SSTs to the north and cooler SSTs to the south that
decrease as one gets closer to shore. Cooler SSTs are found
just off the coast of San Juan (15 S) and along Punta
Lavapie (37 S), running north to Coquimbo (30 S). At the
bight right off Arica (18 S), a SST maximum is seen. The
winds are generally in the northwest direction (based on
Figs. 2 and 3) and decrease with higher latitudes. Higher
winds in the open ocean north of 24 S generally coincide
with warmer SSTs. South of 24 S, winds weaken as one
goes offshore and southwards, while SST increases as one
goes offshore. Coastal jets with increased winds are seen
along San Juan (15 S) and Coquimbo (30 S) in Fig. 14

(middle, red shaded) that collocate with cooler SSTs
(Fig. 14, left, bluer shaded), which suggest wind-driven
upwelling at these locations. Much reduced winds are found
around Arica (18 S) which coincide with the SST maximum.
Luff winds around 32 S are located under the anti-cyclonic,
subtropical high. The distribution of latent heat flux can be
divided into three regions: coastal region off Peru, intensi-
fied latent heat flux that runs diagonally in a northwest
direction and the southern region (south of intensified re-
gion). Low amounts of latent heat flux into the atmosphere
are seen right along the coast of Peru that roughly collocates
with low SST, but not with wind speed. Over the warm SST
region off Arica (17 S–22 S; 76 W to the coast), where wind
speed is low, latent heat flux varies considerably from 0 to
90 W/m2. In the intensified latent heat flux region, high
latent heat flux generally coincides with high SST and wind
speed. For the southern region, latent heat flux generally

Fig. 9 Same as Fig. 8 but for the coastal water off Arica

Ocean Dynamics (2013) 63:463–488 475



decreases with latitude, like wind speed. However, a zonal
gradient in latent heat flux is not seen, unlike in SST and
wind speed.

More quantified measures of the relationships between
latent heat flux, SST, and wind speed are shown in Fig. 15 as
scatterplots of latent heat flux against SST, wind speed
against SST, and latent heat flux against wind speed for
April 2007 for the whole HCS domain. A linear regression
is performed on each scatterplot to obtain coupling coeffi-
cients (sfull) and its associated r2 correlation coefficient. For
latent heat flux against SST, a positive linear relation of sfull
=5.2 W/m2/°C is found, with only a small fraction of the
variance explained (r2=0.31). Similarly, a positive linear
relationship is found for wind speed and SST (sfull=
0.6 m/s/°C), with an associated r2=0.28. As for latent heat
flux and wind speed, sfull=4.1 W/m2 per m/s with r2 of 0.24.
Even though a positive linear relationship is found for all

three cases, the spread of the data points is very large, and
the fraction of variance explained (r2 correlation coefficient)
for each case is small. This suggests that in the full-coupling
scenario (control SCOAR), SST does contribute but it is not
the main driver to latent heat flux, whether directly through
increased flux or indirectly through turbulent mixing.

Likewise, the same linear regression analysis is performed
for smoothed SCOAR (not shown), and the results for slarge
are very similar to control SCOAR. The data points from
smoothed SCOAR are smeared within the confines of the
spread in data points from control SCOAR, which leads to
similar coupling coefficients and associated r2 values for both
control SCOAR and smoothed SCOAR. For latent heat flux
and SST, we find that slarge=5.0 W/m2/°C with r2=0.31. As
for wind speed and SST, slarge=0.6 m/s/°C with r2=0.29. And
for latent heat flux against wind speed, slarge=4.0 W/m2 per
m/s with r2=0.25. Again, the fraction of variance explained

Fig. 10 Same as Fig. 8 but for the coastal water off Taltal
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for each case is small, indicating that SSTcan contribute but is
not the main driver of latent heat flux when only large-scale
coupling is considered (smoothed SCOAR).

While the direct and indirect impact of SST on latent heat
flux is not dominant under full coupling and large-scale cou-
pling, this does not preclude the significance of mesoscale
SST impact on latent heat flux. A direct-differencing compar-
ison of SST impact cannot be done with control and smoothed
SCOAR runs because the oceanic eddies are randomly gener-
ated in each case. So in order to extract the mesoscale SST
impact, a comparative differencing study is executed between
control SCOAR and smoothed RSM (using smoothed SST
fields from control SCOAR to force the atmosphere). Figure 1
shows how the filter affects the control SCOAR SST field for
April 2007. The difference of the SST fields between the two
cases ranges between ±0.5 °C. At latitudes above 18 S, most

of the differences occur along the coastal background SST
front, which stretches to roughly 2° offshore, where anoma-
lous advection by mesoscale eddies drives large SST differ-
ences. A diagonal corridor of strong SST differences stretches
along the background SST front from the shoreline around
(74 W, 23 S) to roughly (88 W, 16 S) with negligible SST
differences to the north and south of the mean front. South of
21 S, larger SST differences concentrate along the background
SST front that extends from the shoreline to approximately 6°
offshore, with reduced SST differences beyond that.

Figure 16 (top) shows the latent heat flux for April 2007
for the two cases. At first glance, it seems that the latent heat
flux has been directly smoothed out from control SCOAR
(left panel) onto smoothed RSM (middle panel). However,
the middle panel is a reflection of the latent heat flux into the
atmosphere from implementing smoothed SST fields. The

Fig. 11 Left Colormap of wind stress divergence (in Newton per
square meter per 10,000 km) averaged for April 2007, overlaid with
contours of downwind SST gradients (in degree Celsius per 100 km)
over the Peru domain for top control SCOAR, middle smoothed
SCOAR, and bottom satellite observations. Solid (dashed) contours

indicate positive (negative) downwind SST gradients at 0.4 °C per
100 km intervals. Right Same, but for wind stress curl (in Newton per
square meter per 10,000 km) overlaid with contours of crosswind SST
gradients (in degree Celsius per 100 km)
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right panel gives the percentage of change in latent heat flux
into the atmosphere from the two cases. It highlights similar
features to the structure and magnitude of SST changes seen
in Fig. 1, but with a large range in the percentage latent heat
change of ±30 %. North of 18 S, the difference in latent heat
flux is also confined along the shoreline and extends 2–4°
offshore. Intensified percentage change in latent heat flux is
seen to the south of the diagonal corridor.

Since latent heat flux is also affected by surface wind
speed, similar plots are made for wind speed (Fig. 16, bot-
tom) for comparison. Again, the middle panel gives the
wind speed distribution when forced by smoothed SST
fields from control SCOAR, and the right panel is the
percentage of change in wind speed between control
SCOAR and smoothed RSM. With the exception of a diag-
onal corridor of negligible (less than 1 %) wind speed

percentage change, the rest of the domain shows mesoscale
wind speed changes that range between ±5 %.

Rather than the percentage change, Fig. 17 (top) shows the
actual difference between control SCOAR and smoothed
RSM for latent heat flux, SST, and wind speed. Both wind
speed and latent heat flux mesoscale patterns that are striking-
ly similar to the mesoscale SST anomalies. As such, scatter
plots of these three mesoscale quantities in relation to one
another are constructed in Fig. 17 (bottom) to provide a better
quantification on the impact of the mesoscale SST features.
Similar to the coupling coefficients defined previously, the
coupling coefficients (smeso) here are defined by the slope to
the linear fit of the scatterplots. Note that smeso extracts out the
impact of only the mesoscale SST upon the latent heat flux,
while previously, sfull includes coupling on the large scale and
mesoscale, and slarge is only for coupling at the large scale.

Fig. 12 Top Bin scatter plots of wind stress divergence (in Newton per
square meter per 10,000 km) against downwind SST gradients (in
degree Celsius per 100 km), averaged for April 2007 over the Peru
domain for control SCOAR, smoothed SCOAR, and satellite

observations. Error bars are 1 standard deviation of each bin. Bottom
Same as top, but for wind stress curl (in Newton per square meter per
10,000 km) against crosswind SST gradients (in degree Celsius per
100 km)
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The coupling between the difference in latent heat flux to
the difference in SST is smeso=19 W/m2/°C (with r2=0.86),

which is a significant coupling. It suggests that SST is the
main driver of latent heat flux at the mesoscale. The “split”

Fig. 13 Top Time series of monthly coupling coefficients (sd) over the
Peru domain for control SCOAR (red) and satellite observations
(black). Green dots indicate that the slopes have r2 correlation less

than 0.6 and/or p values greater than 0.05. Error bars are standard
errors of the slopes. Bottom Same as top, but for coupling coefficients
(sc)
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in the scatterpoints at the tail ends of the SST differences
(bottom left of Fig. 17) suggests that mesoscale SST is
driving latent heat flux in two different regions associated
with two different slopes. The stronger slope corresponds to
the regions of higher background wind speed (Fig. 16, bot-
tom), which increases coupling strength in the bulk formula.
This generates the greatest impacts along the large back-
ground SST frontal regions that run diagonally across the
domain and along the offshore coastal areas of Peru.

A significant linear fit of the difference in wind speed and
difference in SST is also observed with smeso=0.27 m/s/°C
at r2=0.70. This indicates the influence of warmer (colder)
mesoscale SST on enhancing (reducing) surface winds that
is most likely due to the increased (decreased) vertical
turbulent mixing that transports momentum from winds

aloft to the surface. There is also significant coupling be-
tween the difference in latent heat flux and the difference in
wind speed, with smeso=57 W/m2 per m/s at r2=0.85. This
reinforces the idea that mesoscale SST can have a direct
influence on latent heat flux, as well as through increased
(decreased) atmospheric instability that leads to greater
(smaller) surface winds and thus enhances (reduces) latent
heat flux.

The calculation for mesoscale coupling coefficients,
smeso, was extended to include each month from 2000–
2007 and is shown in Fig. 18. There is no clear seasonal
cycle in smeso, although a trend is seen from 2006 onward,
which has no obvious explanation. In general, mesoscale
coupling between wind speed and SST is significant, which
promotes the influence of SST on atmospheric stability and

Fig. 14 Averaged SST distribution (in degree Celsius; left), wind speed distribution (in meters per second; middle), and latent heat flux into the
atmosphere distribution (in Watts per square meter; right), over April 2007 from control SCOAR

Fig. 15 Scatter plots of latent heat flux against SST (left), wind speed against SST (middle), and latent heat flux against wind speed (right). All
based on averaged April 2007 values from control SCOAR. The slope of the linear fits give the coupling coefficients, sfull
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surface winds at the mesoscale. Mesoscale coupling be-
tween latent heat flux and SST is significant throughout.
When both types of mesoscale coupling are significant, it
likely that both direct and indirect influences of SST to
latent heat flux are at work. At times when mesoscale
coupling of wind speed and SST are insignificant (flagged
by r2<0.5), the indirect influence of mesoscale SST through
atmospheric stability and surface winds would not be sig-
nificant, suggesting that the direct influence of mesoscale
SST on latent heat flux is the main process by which meso-
scale SST drives latent heat.

Using the strategy of smoothing SST fields from control
SCOAR and applying it to an uncoupled atmosphere
(smoothed RSM), the impact of mesoscale coupling is
extracted. Coupling between latent heat flux, SST, and wind
speeds is not easily identified in the fully coupled mode
(control SCOAR) and large-scale-coupled mode (smoothed

SCOAR). However, once the coupling on the mesoscale
(smoothed RSM) is isolated, significant coupling is found
between latent heat flux, SST, and wind speeds.

A similar analysis was conducted to identify the imprints
of mesoscale SST on the overlying atmosphere, e.g., the
atmospheric boundary layer thickness, clouds, etc.
However, the effects were found to be local and small
(∼5 % or less) and did not appear to generate a broader-
scale, rectified response, either spatially or temporally (not
shown) in this part of the World Ocean.

3.5 Ocean eddy response to coupled surface flux anomalies

The downscaled wind stress field in SCOAR drives a vig-
orous mean and eddy circulation in the ocean component of
the coupled model, comparable to that obtained for the HCS
with uncoupled versions of ROMS (e.g., Colas et al. 2008,

Fig. 16 Top April 2007 averaged latent heat flux (out of the ocean)
distribution over entire model domain for control SCOAR (left),
smoothed RSM (center), and the percentage of their difference (right).

Bottom Same as top, but for wind speed (meters per second). Compare
these plots with the corresponding SST plots in Fig. 1
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2012; Combes et al. 2013; Subramanian et al. 2013). SST–
wind stress coupling, however, can exert a potentially im-
portant impact on baroclinic instability in the ocean and
hence the on the properties of mesoscale eddies. For exam-
ple, within an idealized framework, Spall (2007) showed
that along gradients in SST, with winds blowing from warm
to cold waters, the SST–wind stress coupling would act to
increase the wavelength and growth rate of the most unsta-
ble waves, and vice versa.

Here we consider, in a full-physics dynamical frame-
work, a comparative study of mesoscale eddy statistics
using control SCOAR and smoothed SCOAR. This allows
an investigation of the impact of full coupling, which has
SST–wind stress coupling based on previous section, versus
large-scale coupling, which does not have mesoscale SST–
wind stress coupling, upon the ocean eddy statistics. Recall
that the main difference between the two run is that in
smoothed SCOAR, the atmosphere only sees a smoothed

version of the SST field from ROMS, but ROMS is allowed
to freely evolve at the same grid resolution as that in control
SCOAR. In addition, for comparison, an uncoupled oceanic
run, smoothed ROMS, is studied to assess the influence of
spatially smoothed surface forcing on the ocean.

Figure 19 shows the root-mean-square (RMS) distribu-
tion of SST for control SCOAR (left), smoothed SCOAR
(middle), and smoothed ROMS (right). Control SCOAR
and smoothed SCOAR have very similar SST variability
distribution. Both show larger SST variability in the south-
west portion of the domain, as well as along the coast,
particularly around San Juan region and Taltal. On the other
hand, smoothed ROMS has much reduced SST variability
along the coast. In the open ocean, the SST variability of
smoothed ROMS reveals a spatial pattern with larger am-
plitude SST variance somewhat similar to those of control
SCOAR and smoothed SCOAR. The altered pattern of SST
variability, which is more pronounced along the coast, is

Fig. 17 Top Colormaps of difference between control SCOAR and
smoothed RSM for latent heat flux (in Watts per square meter; left),
SST (in degree Celsius; middle), and wind speed (in meters per second;
right), all based on averaged April 2007 values. Bottom Scatter plots of

difference in latent heat flux against difference in SST (left), difference
in wind speed against difference in SST (middle), and difference in
latent heat flux against difference wind speed (right) from fields plotted
above. The slope of the linear fits gives the coupling coefficients, smeso
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clearly due to the smoothing of the forcing fields. Figure 20
shows the seasonal wind stress pattern used in smoothed
ROMS, which has reduced the magnitude of the wind stress
along the coast and shifted maximum wind stress offshore
when compared to Fig. 3 for the fully coupled model. This

consequently alters the mean ocean circulation along with the
stability properties of the eddies that develop upon it (e.g.,
Moore et al. 2009; Song et al. 2011), as we examine next.

Further understanding of ocean eddy activity can be
quantified using the vorticity of surface currents. Figure 21

Fig. 18 Time series of monthly mesoscale coupling coefficients
(smeso) for difference in latent heat against difference in SST (blue; in
Watts per square meter per degree Celsius; right axis) and difference in

wind speed against difference in SST (red; meters per second per
degree Celsius; left axis). Green dots indicate that the slopes have r2

correlation less than 0.5 and/or p values greater than 0.05

Fig. 19 Spatial distribution of root mean square of SST (in degree Celsius) for control SCOAR (left), smoothed SCOAR (middle), and smoothed
ROMS (right) for the time period of 2000–2007
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presents RMS vorticity over the model domain for control
SCOAR, smoothed SCOAR, and smoothed ROMS. Again,
the coupled cases show similar RMS distribution, with
greater variability in vorticity seen in upwelling regions
such as San Juan, Coquimbo, and Punta Lavapie, where
instability sets up and eddies are generated. A diagonal
divider from (72 W, 28 S) to (88 W, 16 S) separates a region
of minimal vorticity variability to the north and a region of
intensified variability in ocean eddies to the south. South of
32 S, the vorticity variability in the open sea dips by a factor
of half from the intensified region. As for smoothed ROMS,
the general RMS distribution of vorticity is somewhat sim-
ilar to the coupled case. However, along the coast, this
variability has been significantly reduced, which is clearly
due to the smoothed forcing fields driving a different mean
flow and eddy instability pattern. The power spectrum of the
vorticity in latitudinal band 21 S–32 S for control SCOAR
and smoothed SCOAR is of the same shape and peak at the

same wavelength (200–300 km), with only a very weak
increase in energy of eddies in the mesoscale band for
control SCOAR compared to smoothed SCOAR. This sug-
gests that the SST–wind stress coupling does not have a
strong impact on the ocean eddies in the HCS. It is likely
that the weak SST gradients and the relatively weak SST–
wind stress coupling found in HCS contribute to the lack of
a strong response of the ocean eddies.

The power spectrum of the vorticity (Fig. 21) shows that
the coupled case contains less energy than the uncoupled
smoothed ROMS run for wavelengths larger than 250 km
(note that the power spectrum is computed using roughly
130,000 data record series [45 records for each day of 2000–
2007], so even small differences in spectra are very likely to
be significant). This may indicate that large-scale air–sea
feedback works to reduce this eddy energy. However, this is
not definitive because of the spatial structure of the atmo-
spheric forcing along the coast. In smoothed ROMS, the

Fig. 20 Seasonal wind stress
field (in Newton per square
meter) based on smoothed
ROMS over the HCS region
averaged from 2000 to 2007.
Austral summer (JFM; top left),
fall (AMJ; top right), winter
(JAS; bottom left), and spring
(OND; bottom right)
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displacement of the wind stress peak offshore (Fig. 20)
changes the mean field of the forcing along the coast and
sets up a different mean state for ocean circulation and eddy
generation. As such, the instability properties that arise from
a different mean state have changed, and the ocean eddies
cannot be directly compared to one another. The difference
in the power spectrum between the uncoupled smoothed
ROMS and the coupled case could thus be attributed to
either the different mean state of the ocean generating more
energetic instabilities or to the absence of air–sea coupling
feedback allowing more energetic ocean eddies.

The feedback on the ocean from full coupling (control
SCOAR) and large-scale coupling (smoothed SCOAR) does
not produce strong differences in the ocean eddy statistics in
the HCS. This suggests that removal of mesoscale features
onto the atmosphere does not produce any rectification that
would affect the HCS ocean eddies. It is possible that the
SST gradients in the HCS, as well as the SST–wind stress

coupling, may not be strong enough to produce results
similar to what Spall (2007), Pezzi et al. (2004), or Hogg
et al. (2009) found. We also explored changes in wave-
lengths and in sea-surface height in the eddy regions of the
model domain, but these analyses also only produced very
small changes. We are currently exploring the changes in
eddy statistics due to mesoscale coupling in the Kuroshio
Current region, where strong SST gradients produce much
larger coupling coefficients (Putrasahan et al. 2013) and
more energetic ocean eddies.

4 Summary and discussion

Regional coupled ocean–atmosphere processes were studied
in a SCOAR downscaling of the 2000–2007 time period in
the HCS. First, the downscaled control SCOAR seasonal
wind stress patterns were shown to be superior to those of

Fig. 21 Spatial distribution of
root mean square of surface
vorticity (in per second) for
control SCOAR (top left),
smoothed SCOAR (top right),
and smoothed ROMS (bottom
left) for the time period of
2000–2007. Bottom right panel
shows the power spectrum of
surface vorticity for latitude
band 21 S–32 S for control
SCOAR (red), smoothed
SCOAR (black), and smoothed
ROMS (blue)
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the base fields (RA2) when compared against satellite ob-
servations. Then, various aspect of oceanic, atmospheric,
and ocean–atmosphere responses were investigated using
the fully coupled model and tandem coupled (smoothed
SCOAR), and uncoupled (smoothed RSM, smoothed
ROMS) runs designed to isolate the impact of the oceanic
mesoscale SST anomalies.

The more highly resolved wind stress product was
assessed in its potential impact as a forcing function for
coastal Ekman upwelling and in open-ocean Ekman
pumping. The sign and magnitude of Ekman pumping and
Ekman offshore transport was found to be strongly region-
ally sensitive to the choice of wind stress forcing products,
which indicates that caution should be used when invoking
wind products for assessing nutrient flux estimates for sus-
taining ecosystems. At Taltal and Arica, the total wind-
driven upwelling transport in SCOAR and RA2 has season-
ally opposite signs because of the difference in the spatial
distribution of the wind-forcing product. In an upwelling
zone such as San Juan, wind-driven upwelling in SCOAR is
dominated by coastal Ekman upwelling, while in RA2 up-
welling is mostly attributed to Ekman pumping.

The impact of mesoscale SST anomalies on wind stress
anomalies was assessed using differences of ocean–atmo-
sphere coupling in control versus smoothed SCOAR. This
component of mesoscale coupling was found to be signifi-
cant and comparable in amplitude to observations in control
SCOAR, but the annual cycle found in observations was not
reproduced in the model. Smoothed SCOAR showed no
significance in SST–wind stress coupling throughout most
of the run, which indicates the importance of the role of
ocean mesoscale eddies on SST–wind stress coupling.

An assessment of the coupling between SST, wind speed,
and latent heat flux within the context of a fully coupled
mode found no coherent coupling for control SCOAR or
smoothed SCOAR. However, the difference fields for (con-
trol SCOAR–smoothed RSM) yield significant coupling
between latent heat flux, SST, and wind speed. The positive
correlation between SST and surface wind speed at the
mesoscale suggests that mesoscale SST anomalies have an
imprint on the overlying atmospheric stability, which affects
the vertical mixing of momentum onto surface mesoscale
wind. Since significant coupling is also seen between me-
soscale wind speed and latent heat flux as well as SST and
latent heat flux at the mesoscale, the imprint of mesoscale
SST on latent heat flux is attributed to both a direct influence
of SST on the heat flux, as well as indirectly through the
stability changes in the atmosphere that affects wind speeds
and thus the latent heat flux, all at the mesoscale.

The effect of SST–surface–flux coupling on ocean eddies
was explored by comparing the statistics of SST anomalies
and surface current vorticity in control SCOAR, smoothed
SCOAR, and smoothed ROMS. Maps of RMS fields and

plots of the power spectra do not reveal any strong differences
in the runs. This suggests that the SST–surface–flux coupling
does not exert a strong impact on the ocean eddies in the HCS.
This is likely due to the weaker SST gradients and seasonally
dependent SST–wind stress coupling found in this region.
Additional research needs to be done to determine if these
effects act more efficiently in more energetic ocean regions,
such as a the Kuroshio Extension region where Putrasahan et
al. (2013) found stronger coupling effects.
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