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of the seasonal temperature trends that are linearly congruent with
changes in sea ice (Fig. 2) show remarkable resemblance to the ver-
tical profiles of the total temperature trends (Fig. 1). North of 70uN, a
large portion of each total trend is linked to reduced Arctic sea ice
cover (Fig. 2). The majority of the winter warming is associated with
changes in sea ice cover (Fig. 2a) even though the sea ice declines are
relatively small and the albedo feedback is weak during this season.
Strong winter warming is consistent with the atmospheric response
to reduced sea ice cover22,27 and reflects the seasonal cycle of ocean–
atmosphere heat fluxes22: during summer, the atmosphere loses heat
to the ocean whereas during winter the flux of heat is reversed. Thus,
reduced summer sea ice cover allows for greater warming of the
upper ocean but atmospheric warming is modest (Fig. 2c). The inter-
action is undoubtedly two-way because warmer upper-ocean tem-
peratures will further enhance sea ice loss. The excess heat stored in
the upper ocean is subsequently released to the atmosphere during
winter20,22. Reduced winter sea ice cover, in part a response to a
warmer upper ocean and delayed refreezing6,7, facilitates a greater
transfer of heat to the atmosphere. The observed thinning of Arctic
sea ice28,29, albeit not explicitly represented in ERA-Interim, is also
likely to have enhanced the surface heat fluxes.

Another potential contributor to the surface amplified warming
could be changes in cloud cover. Clouds decrease the incoming
short-wave (solar) radiation. However, this shading effect is partly
offset, or exceeded, by a compensating increase in incoming long-wave

radiation. In the Arctic, this greenhouse effect dominates during
autumn, winter and spring (Fig. 3), in agreement with in situ observa-
tions30. In summer, the shading effect dominates in the lower-latitude
regions of the Arctic basin whereas north of 80uN the two competing
effects approximately cancel out (Fig. 3c). Spring is the only season that
exhibits significant trends in Arctic average cloudiness in ERA-Interim,
and these are negative (the ERA-Interim cloud-cover trends are con-
sistent with satellite estimates; see Supplementary Information).
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Figure 1 | Surface amplification of temperature trends, 1989–2008.
Temperature trends averaged around circles of latitude for winter
(December–February; a), spring (March–May; b), summer (June–August;
c) and autumn (September–November; d). The black contours indicate
where trends differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) confidence levels. The line graphs show trends (same units as
in colour plots) averaged over the lower part of the atmosphere
(950–1,000 hPa; solid lines) and over the entire atmospheric column
(300–1,000 hPa; dotted lines). Red shading indicates that the lower
atmosphere has warmed faster than the atmospheric column as whole. Blue
shading indicates that the lower atmosphere has warmed slower than the
atmospheric column as a whole.
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Figure 2 | Temperature trends linked to changes in sea ice. Temperature
trends over the 1989–2008 period averaged around circles of latitude for
winter (a), spring (b), summer (c) and autumn (d). The trends are derived
from projections of the temperature field on the sea ice time series (Methods
Summary). The black contours indicate where the ice–temperature
regressions differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) uncertainty levels.
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Figure 3 | Impacts of cloud-cover changes on the net surface radiation.
Mean net surface radiation (short-wave plus long-wave) over the 1989–2008
period under cloudy-sky (solid lines) and clear-sky (dotted lines) conditions.
Means are averaged around circles of latitude for winter (a), spring
(b), summer (c) and autumn (d). The fluxes are defined as positive in the
downward direction. Red shading indicates that the presence of cloud has a
net warming effect at the surface. Blue shading indicates that the presence of
cloud has a net cooling effect at the surface. The dashed lines show the
approximate edge of the Arctic basin. Symbols show latitudes where
increases (triangles) and decreases (crosses) in total cloud cover significant
at the 99% uncertainty level are found.
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of the seasonal temperature trends that are linearly congruent with
changes in sea ice (Fig. 2) show remarkable resemblance to the ver-
tical profiles of the total temperature trends (Fig. 1). North of 70uN, a
large portion of each total trend is linked to reduced Arctic sea ice
cover (Fig. 2). The majority of the winter warming is associated with
changes in sea ice cover (Fig. 2a) even though the sea ice declines are
relatively small and the albedo feedback is weak during this season.
Strong winter warming is consistent with the atmospheric response
to reduced sea ice cover22,27 and reflects the seasonal cycle of ocean–
atmosphere heat fluxes22: during summer, the atmosphere loses heat
to the ocean whereas during winter the flux of heat is reversed. Thus,
reduced summer sea ice cover allows for greater warming of the
upper ocean but atmospheric warming is modest (Fig. 2c). The inter-
action is undoubtedly two-way because warmer upper-ocean tem-
peratures will further enhance sea ice loss. The excess heat stored in
the upper ocean is subsequently released to the atmosphere during
winter20,22. Reduced winter sea ice cover, in part a response to a
warmer upper ocean and delayed refreezing6,7, facilitates a greater
transfer of heat to the atmosphere. The observed thinning of Arctic
sea ice28,29, albeit not explicitly represented in ERA-Interim, is also
likely to have enhanced the surface heat fluxes.

Another potential contributor to the surface amplified warming
could be changes in cloud cover. Clouds decrease the incoming
short-wave (solar) radiation. However, this shading effect is partly
offset, or exceeded, by a compensating increase in incoming long-wave

radiation. In the Arctic, this greenhouse effect dominates during
autumn, winter and spring (Fig. 3), in agreement with in situ observa-
tions30. In summer, the shading effect dominates in the lower-latitude
regions of the Arctic basin whereas north of 80uN the two competing
effects approximately cancel out (Fig. 3c). Spring is the only season that
exhibits significant trends in Arctic average cloudiness in ERA-Interim,
and these are negative (the ERA-Interim cloud-cover trends are con-
sistent with satellite estimates; see Supplementary Information).
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Figure 1 | Surface amplification of temperature trends, 1989–2008.
Temperature trends averaged around circles of latitude for winter
(December–February; a), spring (March–May; b), summer (June–August;
c) and autumn (September–November; d). The black contours indicate
where trends differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) confidence levels. The line graphs show trends (same units as
in colour plots) averaged over the lower part of the atmosphere
(950–1,000 hPa; solid lines) and over the entire atmospheric column
(300–1,000 hPa; dotted lines). Red shading indicates that the lower
atmosphere has warmed faster than the atmospheric column as whole. Blue
shading indicates that the lower atmosphere has warmed slower than the
atmospheric column as a whole.
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Figure 2 | Temperature trends linked to changes in sea ice. Temperature
trends over the 1989–2008 period averaged around circles of latitude for
winter (a), spring (b), summer (c) and autumn (d). The trends are derived
from projections of the temperature field on the sea ice time series (Methods
Summary). The black contours indicate where the ice–temperature
regressions differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) uncertainty levels.
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Figure 3 | Impacts of cloud-cover changes on the net surface radiation.
Mean net surface radiation (short-wave plus long-wave) over the 1989–2008
period under cloudy-sky (solid lines) and clear-sky (dotted lines) conditions.
Means are averaged around circles of latitude for winter (a), spring
(b), summer (c) and autumn (d). The fluxes are defined as positive in the
downward direction. Red shading indicates that the presence of cloud has a
net warming effect at the surface. Blue shading indicates that the presence of
cloud has a net cooling effect at the surface. The dashed lines show the
approximate edge of the Arctic basin. Symbols show latitudes where
increases (triangles) and decreases (crosses) in total cloud cover significant
at the 99% uncertainty level are found.
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of the seasonal temperature trends that are linearly congruent with
changes in sea ice (Fig. 2) show remarkable resemblance to the ver-
tical profiles of the total temperature trends (Fig. 1). North of 70uN, a
large portion of each total trend is linked to reduced Arctic sea ice
cover (Fig. 2). The majority of the winter warming is associated with
changes in sea ice cover (Fig. 2a) even though the sea ice declines are
relatively small and the albedo feedback is weak during this season.
Strong winter warming is consistent with the atmospheric response
to reduced sea ice cover22,27 and reflects the seasonal cycle of ocean–
atmosphere heat fluxes22: during summer, the atmosphere loses heat
to the ocean whereas during winter the flux of heat is reversed. Thus,
reduced summer sea ice cover allows for greater warming of the
upper ocean but atmospheric warming is modest (Fig. 2c). The inter-
action is undoubtedly two-way because warmer upper-ocean tem-
peratures will further enhance sea ice loss. The excess heat stored in
the upper ocean is subsequently released to the atmosphere during
winter20,22. Reduced winter sea ice cover, in part a response to a
warmer upper ocean and delayed refreezing6,7, facilitates a greater
transfer of heat to the atmosphere. The observed thinning of Arctic
sea ice28,29, albeit not explicitly represented in ERA-Interim, is also
likely to have enhanced the surface heat fluxes.

Another potential contributor to the surface amplified warming
could be changes in cloud cover. Clouds decrease the incoming
short-wave (solar) radiation. However, this shading effect is partly
offset, or exceeded, by a compensating increase in incoming long-wave

radiation. In the Arctic, this greenhouse effect dominates during
autumn, winter and spring (Fig. 3), in agreement with in situ observa-
tions30. In summer, the shading effect dominates in the lower-latitude
regions of the Arctic basin whereas north of 80uN the two competing
effects approximately cancel out (Fig. 3c). Spring is the only season that
exhibits significant trends in Arctic average cloudiness in ERA-Interim,
and these are negative (the ERA-Interim cloud-cover trends are con-
sistent with satellite estimates; see Supplementary Information).
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Figure 1 | Surface amplification of temperature trends, 1989–2008.
Temperature trends averaged around circles of latitude for winter
(December–February; a), spring (March–May; b), summer (June–August;
c) and autumn (September–November; d). The black contours indicate
where trends differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) confidence levels. The line graphs show trends (same units as
in colour plots) averaged over the lower part of the atmosphere
(950–1,000 hPa; solid lines) and over the entire atmospheric column
(300–1,000 hPa; dotted lines). Red shading indicates that the lower
atmosphere has warmed faster than the atmospheric column as whole. Blue
shading indicates that the lower atmosphere has warmed slower than the
atmospheric column as a whole.
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Figure 2 | Temperature trends linked to changes in sea ice. Temperature
trends over the 1989–2008 period averaged around circles of latitude for
winter (a), spring (b), summer (c) and autumn (d). The trends are derived
from projections of the temperature field on the sea ice time series (Methods
Summary). The black contours indicate where the ice–temperature
regressions differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) uncertainty levels.
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Figure 3 | Impacts of cloud-cover changes on the net surface radiation.
Mean net surface radiation (short-wave plus long-wave) over the 1989–2008
period under cloudy-sky (solid lines) and clear-sky (dotted lines) conditions.
Means are averaged around circles of latitude for winter (a), spring
(b), summer (c) and autumn (d). The fluxes are defined as positive in the
downward direction. Red shading indicates that the presence of cloud has a
net warming effect at the surface. Blue shading indicates that the presence of
cloud has a net cooling effect at the surface. The dashed lines show the
approximate edge of the Arctic basin. Symbols show latitudes where
increases (triangles) and decreases (crosses) in total cloud cover significant
at the 99% uncertainty level are found.
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of the seasonal temperature trends that are linearly congruent with
changes in sea ice (Fig. 2) show remarkable resemblance to the ver-
tical profiles of the total temperature trends (Fig. 1). North of 70uN, a
large portion of each total trend is linked to reduced Arctic sea ice
cover (Fig. 2). The majority of the winter warming is associated with
changes in sea ice cover (Fig. 2a) even though the sea ice declines are
relatively small and the albedo feedback is weak during this season.
Strong winter warming is consistent with the atmospheric response
to reduced sea ice cover22,27 and reflects the seasonal cycle of ocean–
atmosphere heat fluxes22: during summer, the atmosphere loses heat
to the ocean whereas during winter the flux of heat is reversed. Thus,
reduced summer sea ice cover allows for greater warming of the
upper ocean but atmospheric warming is modest (Fig. 2c). The inter-
action is undoubtedly two-way because warmer upper-ocean tem-
peratures will further enhance sea ice loss. The excess heat stored in
the upper ocean is subsequently released to the atmosphere during
winter20,22. Reduced winter sea ice cover, in part a response to a
warmer upper ocean and delayed refreezing6,7, facilitates a greater
transfer of heat to the atmosphere. The observed thinning of Arctic
sea ice28,29, albeit not explicitly represented in ERA-Interim, is also
likely to have enhanced the surface heat fluxes.

Another potential contributor to the surface amplified warming
could be changes in cloud cover. Clouds decrease the incoming
short-wave (solar) radiation. However, this shading effect is partly
offset, or exceeded, by a compensating increase in incoming long-wave

radiation. In the Arctic, this greenhouse effect dominates during
autumn, winter and spring (Fig. 3), in agreement with in situ observa-
tions30. In summer, the shading effect dominates in the lower-latitude
regions of the Arctic basin whereas north of 80uN the two competing
effects approximately cancel out (Fig. 3c). Spring is the only season that
exhibits significant trends in Arctic average cloudiness in ERA-Interim,
and these are negative (the ERA-Interim cloud-cover trends are con-
sistent with satellite estimates; see Supplementary Information).
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Figure 1 | Surface amplification of temperature trends, 1989–2008.
Temperature trends averaged around circles of latitude for winter
(December–February; a), spring (March–May; b), summer (June–August;
c) and autumn (September–November; d). The black contours indicate
where trends differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) confidence levels. The line graphs show trends (same units as
in colour plots) averaged over the lower part of the atmosphere
(950–1,000 hPa; solid lines) and over the entire atmospheric column
(300–1,000 hPa; dotted lines). Red shading indicates that the lower
atmosphere has warmed faster than the atmospheric column as whole. Blue
shading indicates that the lower atmosphere has warmed slower than the
atmospheric column as a whole.
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Figure 2 | Temperature trends linked to changes in sea ice. Temperature
trends over the 1989–2008 period averaged around circles of latitude for
winter (a), spring (b), summer (c) and autumn (d). The trends are derived
from projections of the temperature field on the sea ice time series (Methods
Summary). The black contours indicate where the ice–temperature
regressions differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) uncertainty levels.
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Figure 3 | Impacts of cloud-cover changes on the net surface radiation.
Mean net surface radiation (short-wave plus long-wave) over the 1989–2008
period under cloudy-sky (solid lines) and clear-sky (dotted lines) conditions.
Means are averaged around circles of latitude for winter (a), spring
(b), summer (c) and autumn (d). The fluxes are defined as positive in the
downward direction. Red shading indicates that the presence of cloud has a
net warming effect at the surface. Blue shading indicates that the presence of
cloud has a net cooling effect at the surface. The dashed lines show the
approximate edge of the Arctic basin. Symbols show latitudes where
increases (triangles) and decreases (crosses) in total cloud cover significant
at the 99% uncertainty level are found.
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Temperature trend in the ERA-Interim

of the seasonal temperature trends that are linearly congruent with
changes in sea ice (Fig. 2) show remarkable resemblance to the ver-
tical profiles of the total temperature trends (Fig. 1). North of 70uN, a
large portion of each total trend is linked to reduced Arctic sea ice
cover (Fig. 2). The majority of the winter warming is associated with
changes in sea ice cover (Fig. 2a) even though the sea ice declines are
relatively small and the albedo feedback is weak during this season.
Strong winter warming is consistent with the atmospheric response
to reduced sea ice cover22,27 and reflects the seasonal cycle of ocean–
atmosphere heat fluxes22: during summer, the atmosphere loses heat
to the ocean whereas during winter the flux of heat is reversed. Thus,
reduced summer sea ice cover allows for greater warming of the
upper ocean but atmospheric warming is modest (Fig. 2c). The inter-
action is undoubtedly two-way because warmer upper-ocean tem-
peratures will further enhance sea ice loss. The excess heat stored in
the upper ocean is subsequently released to the atmosphere during
winter20,22. Reduced winter sea ice cover, in part a response to a
warmer upper ocean and delayed refreezing6,7, facilitates a greater
transfer of heat to the atmosphere. The observed thinning of Arctic
sea ice28,29, albeit not explicitly represented in ERA-Interim, is also
likely to have enhanced the surface heat fluxes.

Another potential contributor to the surface amplified warming
could be changes in cloud cover. Clouds decrease the incoming
short-wave (solar) radiation. However, this shading effect is partly
offset, or exceeded, by a compensating increase in incoming long-wave

radiation. In the Arctic, this greenhouse effect dominates during
autumn, winter and spring (Fig. 3), in agreement with in situ observa-
tions30. In summer, the shading effect dominates in the lower-latitude
regions of the Arctic basin whereas north of 80uN the two competing
effects approximately cancel out (Fig. 3c). Spring is the only season that
exhibits significant trends in Arctic average cloudiness in ERA-Interim,
and these are negative (the ERA-Interim cloud-cover trends are con-
sistent with satellite estimates; see Supplementary Information).
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Figure 1 | Surface amplification of temperature trends, 1989–2008.
Temperature trends averaged around circles of latitude for winter
(December–February; a), spring (March–May; b), summer (June–August;
c) and autumn (September–November; d). The black contours indicate
where trends differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) confidence levels. The line graphs show trends (same units as
in colour plots) averaged over the lower part of the atmosphere
(950–1,000 hPa; solid lines) and over the entire atmospheric column
(300–1,000 hPa; dotted lines). Red shading indicates that the lower
atmosphere has warmed faster than the atmospheric column as whole. Blue
shading indicates that the lower atmosphere has warmed slower than the
atmospheric column as a whole.
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Figure 2 | Temperature trends linked to changes in sea ice. Temperature
trends over the 1989–2008 period averaged around circles of latitude for
winter (a), spring (b), summer (c) and autumn (d). The trends are derived
from projections of the temperature field on the sea ice time series (Methods
Summary). The black contours indicate where the ice–temperature
regressions differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) uncertainty levels.
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Figure 3 | Impacts of cloud-cover changes on the net surface radiation.
Mean net surface radiation (short-wave plus long-wave) over the 1989–2008
period under cloudy-sky (solid lines) and clear-sky (dotted lines) conditions.
Means are averaged around circles of latitude for winter (a), spring
(b), summer (c) and autumn (d). The fluxes are defined as positive in the
downward direction. Red shading indicates that the presence of cloud has a
net warming effect at the surface. Blue shading indicates that the presence of
cloud has a net cooling effect at the surface. The dashed lines show the
approximate edge of the Arctic basin. Symbols show latitudes where
increases (triangles) and decreases (crosses) in total cloud cover significant
at the 99% uncertainty level are found.
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of the seasonal temperature trends that are linearly congruent with
changes in sea ice (Fig. 2) show remarkable resemblance to the ver-
tical profiles of the total temperature trends (Fig. 1). North of 70uN, a
large portion of each total trend is linked to reduced Arctic sea ice
cover (Fig. 2). The majority of the winter warming is associated with
changes in sea ice cover (Fig. 2a) even though the sea ice declines are
relatively small and the albedo feedback is weak during this season.
Strong winter warming is consistent with the atmospheric response
to reduced sea ice cover22,27 and reflects the seasonal cycle of ocean–
atmosphere heat fluxes22: during summer, the atmosphere loses heat
to the ocean whereas during winter the flux of heat is reversed. Thus,
reduced summer sea ice cover allows for greater warming of the
upper ocean but atmospheric warming is modest (Fig. 2c). The inter-
action is undoubtedly two-way because warmer upper-ocean tem-
peratures will further enhance sea ice loss. The excess heat stored in
the upper ocean is subsequently released to the atmosphere during
winter20,22. Reduced winter sea ice cover, in part a response to a
warmer upper ocean and delayed refreezing6,7, facilitates a greater
transfer of heat to the atmosphere. The observed thinning of Arctic
sea ice28,29, albeit not explicitly represented in ERA-Interim, is also
likely to have enhanced the surface heat fluxes.

Another potential contributor to the surface amplified warming
could be changes in cloud cover. Clouds decrease the incoming
short-wave (solar) radiation. However, this shading effect is partly
offset, or exceeded, by a compensating increase in incoming long-wave

radiation. In the Arctic, this greenhouse effect dominates during
autumn, winter and spring (Fig. 3), in agreement with in situ observa-
tions30. In summer, the shading effect dominates in the lower-latitude
regions of the Arctic basin whereas north of 80uN the two competing
effects approximately cancel out (Fig. 3c). Spring is the only season that
exhibits significant trends in Arctic average cloudiness in ERA-Interim,
and these are negative (the ERA-Interim cloud-cover trends are con-
sistent with satellite estimates; see Supplementary Information).
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Figure 1 | Surface amplification of temperature trends, 1989–2008.
Temperature trends averaged around circles of latitude for winter
(December–February; a), spring (March–May; b), summer (June–August;
c) and autumn (September–November; d). The black contours indicate
where trends differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) confidence levels. The line graphs show trends (same units as
in colour plots) averaged over the lower part of the atmosphere
(950–1,000 hPa; solid lines) and over the entire atmospheric column
(300–1,000 hPa; dotted lines). Red shading indicates that the lower
atmosphere has warmed faster than the atmospheric column as whole. Blue
shading indicates that the lower atmosphere has warmed slower than the
atmospheric column as a whole.
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Figure 2 | Temperature trends linked to changes in sea ice. Temperature
trends over the 1989–2008 period averaged around circles of latitude for
winter (a), spring (b), summer (c) and autumn (d). The trends are derived
from projections of the temperature field on the sea ice time series (Methods
Summary). The black contours indicate where the ice–temperature
regressions differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) uncertainty levels.
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Figure 3 | Impacts of cloud-cover changes on the net surface radiation.
Mean net surface radiation (short-wave plus long-wave) over the 1989–2008
period under cloudy-sky (solid lines) and clear-sky (dotted lines) conditions.
Means are averaged around circles of latitude for winter (a), spring
(b), summer (c) and autumn (d). The fluxes are defined as positive in the
downward direction. Red shading indicates that the presence of cloud has a
net warming effect at the surface. Blue shading indicates that the presence of
cloud has a net cooling effect at the surface. The dashed lines show the
approximate edge of the Arctic basin. Symbols show latitudes where
increases (triangles) and decreases (crosses) in total cloud cover significant
at the 99% uncertainty level are found.
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of the seasonal temperature trends that are linearly congruent with
changes in sea ice (Fig. 2) show remarkable resemblance to the ver-
tical profiles of the total temperature trends (Fig. 1). North of 70uN, a
large portion of each total trend is linked to reduced Arctic sea ice
cover (Fig. 2). The majority of the winter warming is associated with
changes in sea ice cover (Fig. 2a) even though the sea ice declines are
relatively small and the albedo feedback is weak during this season.
Strong winter warming is consistent with the atmospheric response
to reduced sea ice cover22,27 and reflects the seasonal cycle of ocean–
atmosphere heat fluxes22: during summer, the atmosphere loses heat
to the ocean whereas during winter the flux of heat is reversed. Thus,
reduced summer sea ice cover allows for greater warming of the
upper ocean but atmospheric warming is modest (Fig. 2c). The inter-
action is undoubtedly two-way because warmer upper-ocean tem-
peratures will further enhance sea ice loss. The excess heat stored in
the upper ocean is subsequently released to the atmosphere during
winter20,22. Reduced winter sea ice cover, in part a response to a
warmer upper ocean and delayed refreezing6,7, facilitates a greater
transfer of heat to the atmosphere. The observed thinning of Arctic
sea ice28,29, albeit not explicitly represented in ERA-Interim, is also
likely to have enhanced the surface heat fluxes.

Another potential contributor to the surface amplified warming
could be changes in cloud cover. Clouds decrease the incoming
short-wave (solar) radiation. However, this shading effect is partly
offset, or exceeded, by a compensating increase in incoming long-wave

radiation. In the Arctic, this greenhouse effect dominates during
autumn, winter and spring (Fig. 3), in agreement with in situ observa-
tions30. In summer, the shading effect dominates in the lower-latitude
regions of the Arctic basin whereas north of 80uN the two competing
effects approximately cancel out (Fig. 3c). Spring is the only season that
exhibits significant trends in Arctic average cloudiness in ERA-Interim,
and these are negative (the ERA-Interim cloud-cover trends are con-
sistent with satellite estimates; see Supplementary Information).
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Figure 1 | Surface amplification of temperature trends, 1989–2008.
Temperature trends averaged around circles of latitude for winter
(December–February; a), spring (March–May; b), summer (June–August;
c) and autumn (September–November; d). The black contours indicate
where trends differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) confidence levels. The line graphs show trends (same units as
in colour plots) averaged over the lower part of the atmosphere
(950–1,000 hPa; solid lines) and over the entire atmospheric column
(300–1,000 hPa; dotted lines). Red shading indicates that the lower
atmosphere has warmed faster than the atmospheric column as whole. Blue
shading indicates that the lower atmosphere has warmed slower than the
atmospheric column as a whole.
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Figure 2 | Temperature trends linked to changes in sea ice. Temperature
trends over the 1989–2008 period averaged around circles of latitude for
winter (a), spring (b), summer (c) and autumn (d). The trends are derived
from projections of the temperature field on the sea ice time series (Methods
Summary). The black contours indicate where the ice–temperature
regressions differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) uncertainty levels.
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Figure 3 | Impacts of cloud-cover changes on the net surface radiation.
Mean net surface radiation (short-wave plus long-wave) over the 1989–2008
period under cloudy-sky (solid lines) and clear-sky (dotted lines) conditions.
Means are averaged around circles of latitude for winter (a), spring
(b), summer (c) and autumn (d). The fluxes are defined as positive in the
downward direction. Red shading indicates that the presence of cloud has a
net warming effect at the surface. Blue shading indicates that the presence of
cloud has a net cooling effect at the surface. The dashed lines show the
approximate edge of the Arctic basin. Symbols show latitudes where
increases (triangles) and decreases (crosses) in total cloud cover significant
at the 99% uncertainty level are found.
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of the seasonal temperature trends that are linearly congruent with
changes in sea ice (Fig. 2) show remarkable resemblance to the ver-
tical profiles of the total temperature trends (Fig. 1). North of 70uN, a
large portion of each total trend is linked to reduced Arctic sea ice
cover (Fig. 2). The majority of the winter warming is associated with
changes in sea ice cover (Fig. 2a) even though the sea ice declines are
relatively small and the albedo feedback is weak during this season.
Strong winter warming is consistent with the atmospheric response
to reduced sea ice cover22,27 and reflects the seasonal cycle of ocean–
atmosphere heat fluxes22: during summer, the atmosphere loses heat
to the ocean whereas during winter the flux of heat is reversed. Thus,
reduced summer sea ice cover allows for greater warming of the
upper ocean but atmospheric warming is modest (Fig. 2c). The inter-
action is undoubtedly two-way because warmer upper-ocean tem-
peratures will further enhance sea ice loss. The excess heat stored in
the upper ocean is subsequently released to the atmosphere during
winter20,22. Reduced winter sea ice cover, in part a response to a
warmer upper ocean and delayed refreezing6,7, facilitates a greater
transfer of heat to the atmosphere. The observed thinning of Arctic
sea ice28,29, albeit not explicitly represented in ERA-Interim, is also
likely to have enhanced the surface heat fluxes.

Another potential contributor to the surface amplified warming
could be changes in cloud cover. Clouds decrease the incoming
short-wave (solar) radiation. However, this shading effect is partly
offset, or exceeded, by a compensating increase in incoming long-wave

radiation. In the Arctic, this greenhouse effect dominates during
autumn, winter and spring (Fig. 3), in agreement with in situ observa-
tions30. In summer, the shading effect dominates in the lower-latitude
regions of the Arctic basin whereas north of 80uN the two competing
effects approximately cancel out (Fig. 3c). Spring is the only season that
exhibits significant trends in Arctic average cloudiness in ERA-Interim,
and these are negative (the ERA-Interim cloud-cover trends are con-
sistent with satellite estimates; see Supplementary Information).
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Figure 1 | Surface amplification of temperature trends, 1989–2008.
Temperature trends averaged around circles of latitude for winter
(December–February; a), spring (March–May; b), summer (June–August;
c) and autumn (September–November; d). The black contours indicate
where trends differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) confidence levels. The line graphs show trends (same units as
in colour plots) averaged over the lower part of the atmosphere
(950–1,000 hPa; solid lines) and over the entire atmospheric column
(300–1,000 hPa; dotted lines). Red shading indicates that the lower
atmosphere has warmed faster than the atmospheric column as whole. Blue
shading indicates that the lower atmosphere has warmed slower than the
atmospheric column as a whole.
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Figure 2 | Temperature trends linked to changes in sea ice. Temperature
trends over the 1989–2008 period averaged around circles of latitude for
winter (a), spring (b), summer (c) and autumn (d). The trends are derived
from projections of the temperature field on the sea ice time series (Methods
Summary). The black contours indicate where the ice–temperature
regressions differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) uncertainty levels.
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Figure 3 | Impacts of cloud-cover changes on the net surface radiation.
Mean net surface radiation (short-wave plus long-wave) over the 1989–2008
period under cloudy-sky (solid lines) and clear-sky (dotted lines) conditions.
Means are averaged around circles of latitude for winter (a), spring
(b), summer (c) and autumn (d). The fluxes are defined as positive in the
downward direction. Red shading indicates that the presence of cloud has a
net warming effect at the surface. Blue shading indicates that the presence of
cloud has a net cooling effect at the surface. The dashed lines show the
approximate edge of the Arctic basin. Symbols show latitudes where
increases (triangles) and decreases (crosses) in total cloud cover significant
at the 99% uncertainty level are found.
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of the seasonal temperature trends that are linearly congruent with
changes in sea ice (Fig. 2) show remarkable resemblance to the ver-
tical profiles of the total temperature trends (Fig. 1). North of 70uN, a
large portion of each total trend is linked to reduced Arctic sea ice
cover (Fig. 2). The majority of the winter warming is associated with
changes in sea ice cover (Fig. 2a) even though the sea ice declines are
relatively small and the albedo feedback is weak during this season.
Strong winter warming is consistent with the atmospheric response
to reduced sea ice cover22,27 and reflects the seasonal cycle of ocean–
atmosphere heat fluxes22: during summer, the atmosphere loses heat
to the ocean whereas during winter the flux of heat is reversed. Thus,
reduced summer sea ice cover allows for greater warming of the
upper ocean but atmospheric warming is modest (Fig. 2c). The inter-
action is undoubtedly two-way because warmer upper-ocean tem-
peratures will further enhance sea ice loss. The excess heat stored in
the upper ocean is subsequently released to the atmosphere during
winter20,22. Reduced winter sea ice cover, in part a response to a
warmer upper ocean and delayed refreezing6,7, facilitates a greater
transfer of heat to the atmosphere. The observed thinning of Arctic
sea ice28,29, albeit not explicitly represented in ERA-Interim, is also
likely to have enhanced the surface heat fluxes.

Another potential contributor to the surface amplified warming
could be changes in cloud cover. Clouds decrease the incoming
short-wave (solar) radiation. However, this shading effect is partly
offset, or exceeded, by a compensating increase in incoming long-wave

radiation. In the Arctic, this greenhouse effect dominates during
autumn, winter and spring (Fig. 3), in agreement with in situ observa-
tions30. In summer, the shading effect dominates in the lower-latitude
regions of the Arctic basin whereas north of 80uN the two competing
effects approximately cancel out (Fig. 3c). Spring is the only season that
exhibits significant trends in Arctic average cloudiness in ERA-Interim,
and these are negative (the ERA-Interim cloud-cover trends are con-
sistent with satellite estimates; see Supplementary Information).
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Figure 1 | Surface amplification of temperature trends, 1989–2008.
Temperature trends averaged around circles of latitude for winter
(December–February; a), spring (March–May; b), summer (June–August;
c) and autumn (September–November; d). The black contours indicate
where trends differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) confidence levels. The line graphs show trends (same units as
in colour plots) averaged over the lower part of the atmosphere
(950–1,000 hPa; solid lines) and over the entire atmospheric column
(300–1,000 hPa; dotted lines). Red shading indicates that the lower
atmosphere has warmed faster than the atmospheric column as whole. Blue
shading indicates that the lower atmosphere has warmed slower than the
atmospheric column as a whole.
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Figure 2 | Temperature trends linked to changes in sea ice. Temperature
trends over the 1989–2008 period averaged around circles of latitude for
winter (a), spring (b), summer (c) and autumn (d). The trends are derived
from projections of the temperature field on the sea ice time series (Methods
Summary). The black contours indicate where the ice–temperature
regressions differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) uncertainty levels.
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Figure 3 | Impacts of cloud-cover changes on the net surface radiation.
Mean net surface radiation (short-wave plus long-wave) over the 1989–2008
period under cloudy-sky (solid lines) and clear-sky (dotted lines) conditions.
Means are averaged around circles of latitude for winter (a), spring
(b), summer (c) and autumn (d). The fluxes are defined as positive in the
downward direction. Red shading indicates that the presence of cloud has a
net warming effect at the surface. Blue shading indicates that the presence of
cloud has a net cooling effect at the surface. The dashed lines show the
approximate edge of the Arctic basin. Symbols show latitudes where
increases (triangles) and decreases (crosses) in total cloud cover significant
at the 99% uncertainty level are found.

NATURE | Vol 464 | 29 April 2010 LETTERS

1335
Macmillan Publishers Limited. All rights reserved©2010

1989-2008



Increasing wind in the Arctic

only calculated for grid points covered with sea ice >60% of
all days. Trend averages for both ice drift and wind are cal-
culated for the area covered by ice drift data inside the Arctic
Basin as defined by the green boundaries in Figure 1e.

2.1. Sea Ice Drift
[7] Sea ice motion is derived from microwave measure-

ments between October and May obtained by the Special
Sensor Microwave Imager (SSM/I). Details of the sea ice
tracking procedure and an assessment of the data quality are
discussed by Kwok et al. [1998]. Briefly, the maximum
cross‐correlation of sub‐images of daily 85.5 GHz bright-
ness temperature (TB) maps and in its surroundings shifted
sub‐images of the TB map of the following day are deter-
mined. No interpolation of gaps was done and no external
data (i.e., buoy drift or wind data) were used in the con-
struction of the motion fields. We did not use motion esti-
mates from the summer months because of the gaps in the
observations.

2.2. Surface Wind
[8] Surface wind data (10 m height) from four different

reanalyses are used: 1) JRA from the Japan Meteorolog-
ical Agency (JMA) (combined Japanese 25‐year (JRA‐25)
and JMA Climate Data Assimilation System (JCDAS)
reanalysis) has a nominal 110‐km grid spacing (T106)
and starts in 1979 [Onogi et al., 2007]. 2) ERA‐Interim
from the European Centre for Medium‐Range Weather
Forecasts (ECMWF) has a nominal 79‐km grid spacing
(T255) and starts in 1989 [Simmons et al., 2007; Uppala
et al., 2008]. 3) NCEP and 4) NCEP‐2 from the US National
Center for Environmental Prediction (NCEP) have a nominal

180‐km grid spacing (T62) and start in 1948 and 1979,
respectively.

3. Trends in Wind and Ice Drift Speeds

3.1. Spatial Patterns
[9] Figure 1 shows maps of the 1992–2009, Oct.–

May 10 m wind speed trend over sea ice from JRA (a), ERA‐
Interim (b), NCEP (c), and NCEP‐2 (d) together with the sea
ice drift speed trend from satellite ice motion (e). Black
contours delineate areas with statistically significant trends
(confidence level: 99%).
[10] All four reanalyses show positive trends in the Cen-

tral Arctic near the North Pole (up to 9%/decade). Negative
trends are seen in the Canadian Archipelago and adjacent
parts of the Lincoln and Eastern Beaufort Sea, in the
Greenland Sea south of the Fram Strait, and parts of the
Barents and Kara Seas. There are, however, also differences
in the spatial pattern. JRA has a smaller region with positive
trends in the Central Arctic and negligible trends in the
Western Beaufort Sea compared to what is seen in the other
three reanalyses. ERA‐Interim does not have a region of
negative trend around the New Siberian Islands that is
present in the other reanalyses. ERA‐Interim also shows a
distinct arc inside the positive trend region, which is likely
an artifact of data assimilation at high northern latitude. The
spatial cross‐correlation between the four wind trend maps,
between 0.54 and 0.92, highlight the similarity in the four
analyses. Even though there are large differences in the
mean wind speed of up to 1.7 m/s (4.8 to 6.5 m/s) between
the reanalyses the wind trends do agree well.
[11] Trends in ice drift speed (Figure 1e) are positive and

statistically significant over a large fraction of the Arctic

Figure 1. Spatial trends in wind and sea ice drift speeds for the winters (October–May) 1992/1993 to 2008/2009 (see
Figure S3 for year‐round wind trends). (a–d) The trends in 10 m wind speed from the four atmospheric reanalyses:
JRA, ERA‐Interim, NCEP, and NCEP‐2. (e) Drift speed trends from satellite ice motion. Statistically significant trends are
inside the black contour (p > 0.99). Thick green limits delimit boundaries of the Arctic Basin.
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period (1949–2002) with the larges trends during summertime
(33.5%). The large summertime trend is partly related to a dis-
tinct jump in the cyclone activity from 1965–67. Positive trends
in both the number and intensity of the cyclones contribute to the
increased cyclone activity trend. The positive annual trends can
be attributed to positive cyclone trends in the Victoria Island re-
gion, the Greenland and Norwegian Sea region and the Kara to
Laptev Sea area, while the East Siberian Sea region shows a re-
duction in cyclone activity, a feature that was noted in Sorteberg
and Kvingedal (2006).

Though not directly comparable, the trends are in line with
the spring to autumn trends in cyclone counts by Serreze et al.
(1993) covering the 1952–89 period and with the annual trend
in the CAI of Zhang et al. (2004) covering 1948–2002, but they
are not in line the wintertime trends of Serreze et al. (1993)
and McCabe et al. (2001), covering the 1957–97 period). The
discrepancy with Serreze et al., (1993) is possibly due to the
strong decline in wintertime cyclone activity seen from 1992
(Fig. 4), while the results of McCabe et al. (2001) are covering
all cyclones down to 60◦N and therefore including the cyclones
having a more east-west orientation. It should be noted that the
tracking methodology, changing data availability and the assim-
ilation procedure in the reanalysis may influence the trend es-
timates (Bengtsson et al., 2004) and that the attribution of the
apparent trends to any external forcing is even more difficult
due to strong decadal variability in the Arctic climate (Sorteberg
et al., 2005a, Sorteberg and Kvamstø, 2006).

3.1. Typical cyclone paths

In order to link the cyclones entering the Arctic in the differ-
ent cross sections to the moisture transport, it is of interest to

look at typical trajectory paths. As the trajectories may have a
large spread and more than one preferred path a cluster analysis
was used to cluster the trajectories before the ‘typical’ path was
calculated (see Section 2 for details). Figure 5 show the paths
during different season for the 30◦ cross sections having more
than 5% of the total cyclone activity.

During all seasons the Greenland Sea cyclones are divided
into two paths, trajectories starting east of the Rocky mountains,
travelling over Newfoundland and into the Greenland Sea and
further into the central Arctic, and cyclones first identified south-
east of Greenland and moving into the Barents Sea (autumn and
winter) or slightly more northwestward over Svalbard (spring,
summer). The start of the trajectories are depending on the choice
of threshold value for starting to identify the cyclones (in our case
1·10−5 s−1), so it is not straight forward to relate the different
tracks to different types of cyclogenesis. There are, however,
observational and modelling studies indicating that the cyclones
starting south east of Greenland, is influenced by lee-side cyclo-
genesis over Greenland (Egger, 1974; Doyle and Shapiro, 1999;
Tsukernik et al., 2007) or downstream baroclinic development
(Orlanski and Sheldon, 1993), while the cyclones coming off
Newfoundland are more generated by baroclinic instabilities re-
lated to the North Atlantic jet stream and land–sea temperature
contrasts. The Norwegian Sea cyclones show much the same type
of behaviour as the Greenland Sea cyclones, but with an east-
ward shift and a tendency for the tracks to curve more into the
central Arctic Ocean than the Greenland Sea cyclones. Cyclones
entering the Arctic through the Barents Sea cross section are in
many cases detected as small vorticity anomalies west of the
UK, which develop and travel into northern central Europe be-
fore curving into the Barents Sea region and further towards the
eastern central Arctic. In accordance with Whittaker and Horn
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Ice speed trend from buoys: 1978-2007

is significant and representative of an overall acceleration of
the sea ice motion over the Arctic basin.

5. Increase of the Mean Deformation Rate of the
Sea Ice Cover Over the Last 29 Years

[16] Excepting the Fram Strait and the Barents Sea, one
can consider the Arctic sea ice cover as moving in a
confined basin, with velocities vanishing to zero as one
get closer to the coasts. Consequently, given the strong
increase of the sea ice mean speed during the last three
decades, we expect an acceleration of sea ice mean defor-
mation rate (see section 4.1). As a first-order approximation,
we consider that the relative increase of sea ice speed is the
same everywhere in the Arctic basin. Then, considering (1)
sea ice drifting speed u = 0 at the coasts and maximum in
the center of the basin, i.e., at about L = 1000 km from the
coasts, and (2) that velocity gradients and strain rate tensor
are linearly linked as _e = (ru +ruT)/2, i.e., the norm of the
strain rate tensor _e equals kruk, one can estimate the
averaged rate of increase of the strain rate as follows:

D k _e k
Dt

¼ D k ru k
Dt

¼ 1

L

Du

Dt
ð5Þ

[17] Using equation (5) and the rates of increase of sea ice
drifting speed determined in section 3 (6.4 $ 10%2 km d%1

a%1 for winter and 5.1 $ 10%2 km d%1 a%1 for summer), we
obtain that the deformation rates would have increased by
6.4 $ 10%5 d%1 a%1 for winter and 5.1 $ 10%5 d%1 a%1 for
summer.

[18] In what follows, we check (1) whether the positive
trends in sea ice drifting speed found for winter and summer
indeed imply positive trends in sea ice deformation rate for
both seasons and (2) to what extent our first-order estimates
of these trends are correct. To do so, we estimate the sea ice
strain rate for the period 1979–2007 from the dispersion of
pairs of buoys. We present in section 5.1 a methodology that
allows relating dispersion and deformation. The results of
our analysis are given in section 5.2, and discussed in
section 6.

5.1. Relation Between Dispersion of Buoys and Sea Ice
Deformation

[19] The dispersion of pairs of buoys can be directly
linked to sea ice cover deformation [Rampal et al., 2008]
using an approach based on the methodology developed by
Richardson for turbulent flows [Richardson and Stommel,
1949; Martin and Thorndike, 1985]. We study how the
dispersion of pairs of buoys depends on both (1) their initial
separation L and (2) the time t during which they disperse.
In Figure 8, two buoys numbered 1 and 2 with absolute
positions x1 and x2, respectively, and with separation y = x2
% x1, are considered. If these two buoys initially separated
by L = ky(0)k are observed after a time t, a change in
separation is observed. Our notations are: y(0) has magni-
tude L and y(t) has magnitude l(t). We define the change in
separation Dr as Dr(t) = ky(t)k % ky(0)k = l(t) % L.
[20] In fluid mechanics, the dispersion process is charac-

terized by the mean square change in separation hDr2i.
From a solid mechanics perspective, it appears more perti-
nent to consider the rate _D = Dr/Lt instead of the change in
separation Dr. _D is analogous to a deformation rate,

Figure 5. Buoy mean speed for the winters and summers of 1979–2007. Winter means are plotted in
black, and summer means are plotted in gray. The error bars are estimated following equation (1). The
weighted linear fits of the data are plotted as dashed lines for winter and summer. The trends are 6.4
(±1.7) $ 10%2 km d%1 a%1 (i.e., 17% increase per decade) for winter and 5.1 (±1.2) $ 10%2 km d%1 a%1

(i.e., 8.5% increase per decade) for summer.
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 Ice speed is influenced by internal ice stress. 
 Increasing wind speed will contribute to the ice speed-up.
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Air-sea interactions on different oceanic scales
15 AUGUST 2002 2235K U S H N I R E T A L .

FIG. 1. The patterns of wintertime (Dec–Mar), anomalous SST, ocean–atmosphere turbulent heat flux (latent plus sensible), and surface
wind vectors, associated (via linear regression) with the leading PC of SST variability in the (a), (c) North Atlantic and (b), (d) North Pacific.
(a), (b) The observations from 1949 to 1999 (data from NCEP–NCAR reanalysis). (c), (d) The mean of a 10-member ensemble GCM
integrations forced with global, time-varying SST anomalies from 1950 to 1999 (ECHAM3.5 GCM data provided by L. Goddard). Heat
fluxes are in W m22 with positive (negative) values in solid (dashed) contours every 3 W m22. The zero contour is bold. Arrows depict the
wind vectors in m s21 with scales as shown in panels. The SST anomaly values (C8) are denoted in colors according to scale (note that scale
is kept at the 20.58–0.58C range for overall clarity, however, values in eastern equatorial Pacific extend up to 1.28C).

varying SST anomalies [AMIP (Atmospheric Model In-
tercomparison Project) type experiments]. Finally, in
section 5, we discuss the recent extension of the inves-
tigation to the realm of coupled model experiments.
Conclusions follow in section 6.

2. The observed pattern of extratropical
atmosphere–ocean anomalies

a. Fundamental properties of extratropical SST
anomalies

As described in F85, The salient features of observed
extratropical SST anomalies and their associated at-
mospheric patterns are as follows:

• Extratropical SST anomalies have large, basin-size,
scales. While small-scale perturbations in SST (as-

sociated with mesoscale ocean eddies) are visible in
high-resolution data, there is a distinct large-scale sig-
nature in midlatitude SST variability that is similar to
the scale of atmospheric low-frequency variability
(Namias and Cayan 1981; Wallace and Jiang 1987;
and Figs. 1a,b).

• SST anomalies are the surface expression of changes
in the heat content of a well-mixed upper-ocean layer
that represents a large thermal reservoir. This property
grants SST anomalies large persistence compared to
atmospheric anomalies. The e-folding timescale of
midlatitude SST anomalies is typically 3–5 months
(Barnett 1981; Frankignoul and Reynolds 1983).

• Over most of the World Ocean, monthly and seasonal
extratropical SST anomalies are well correlated with
the overlying surface air temperature anomalies (F85,
see section 2.3).
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varying SST anomalies [AMIP (Atmospheric Model In-
tercomparison Project) type experiments]. Finally, in
section 5, we discuss the recent extension of the inves-
tigation to the realm of coupled model experiments.
Conclusions follow in section 6.

2. The observed pattern of extratropical
atmosphere–ocean anomalies

a. Fundamental properties of extratropical SST
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As described in F85, The salient features of observed
extratropical SST anomalies and their associated at-
mospheric patterns are as follows:

• Extratropical SST anomalies have large, basin-size,
scales. While small-scale perturbations in SST (as-

sociated with mesoscale ocean eddies) are visible in
high-resolution data, there is a distinct large-scale sig-
nature in midlatitude SST variability that is similar to
the scale of atmospheric low-frequency variability
(Namias and Cayan 1981; Wallace and Jiang 1987;
and Figs. 1a,b).

• SST anomalies are the surface expression of changes
in the heat content of a well-mixed upper-ocean layer
that represents a large thermal reservoir. This property
grants SST anomalies large persistence compared to
atmospheric anomalies. The e-folding timescale of
midlatitude SST anomalies is typically 3–5 months
(Barnett 1981; Frankignoul and Reynolds 1983).

• Over most of the World Ocean, monthly and seasonal
extratropical SST anomalies are well correlated with
the overlying surface air temperature anomalies (F85,
see section 2.3).
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#1. Vertical momentum mixing:  Wallace et al. 1989; Hayes et al. 1989
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FIG. 9. (top) Longitude–height section of zonal wind velocity (vectors) and virtual potential temperature (K) (contours
and shading) during the IOP. (bottom) SST (�C). The numerals with the plot refer to the number of the sounding site
(see Fig. 1).

FIG. 10. (a) 5-min sea surface pressure (SLP in hPa) measured by
the Shoyo-maru along 2�N. (b) SLP ⇧ 1015 (hPa) with the diurnal
and semidiurnal harmonics removed. (c) SST (�C).

cause f /⇤ ⇥ 0.24 ( f is the Coriolis parameter). The
equation for surface zonal velocity may be reduced to

1 dP
⇧⇤U ⇥ . (1)

⌃ dx

Here, the momentum mixing with the free atmosphere
was neglected for simplicity, but the entrainment across
the inversion may be important in the climatological
balance of the mean boundary layer wind (Stevens et
al. 2002). For a sinusoidal SST wave of an amplitude

of 1�C, the amplitude of the zonal wind response is U
⌅ 12 m s⇧1, far too large compared to observations.
Figure 10a shows the 5-min SLP measurements made

on board the Shoyo-maru, which are dominated by semi-
diurnal and diurnal tides with amplitudes of about 2
hPa. We apply the harmonic analysis and remove the
semidiurnal and diurnal harmonics. The resultant time
series has a typical amplitude of 1.0 hPa at low fre-
quencies (Fig. 10b). The tide-removed SLP, however,
does not seem correlated with local SSTs. For example,
no SLP increase is observed over any of the four SST
minima between 140� and 110�W, indicating that the
SLP response to TIWs is much smaller than 0.4 hPa,
the hydrostatic pressure due to a 1�C temperature change
within the PBL. The small SLP response is consistent
with previous inferences based on buoy and satellite
wind measurements (Hayes et al. 1989; Xie et al. 1998;
Chelton et al. 2001; Hashizume et al. 2001).

b. Vertical structure

Then what is responsible for the reduced SLP re-
sponse? Figure 11a shows the longitude–height section
of zonally high-pass filtered anomalies of virtual po-
tential temperature. In addition to anomalies below 1000
m that are roughly of the same signs as the local SST
anomalies, larger anomalies of the opposite signs are
found further above between 1000–1600 m, which were
not considered in our first attempt at SLP estimate. The
latter anomalies are associated with the vertical dis-
placement of the main PBL-capping inversion. Over
warm SSTs, air temperature below the inversion in-
creases via turbulent heat flux. At the same time, the
main inversion rises (star symbols), leading to a strong

Hashizume et al. 2002
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Fig. S7.  The wind stress vectors and curl around South Georgia Island in the South Atlantic averaged over
conditions during which the winds were within ±15º of the prevailing westerly wind direction in this
region.  This accounts for about 20% of the QuikSCAT overpasses.  To accommodate the large dynamic
range of the curl in the lee of the island, the color scale differs from the color scales in Figs. S1-S4 and in
the curl figures in the text.  Distortion of the wind field by 2934-m Mount Paget and twelve other mountain
peaks exceeding 2000 m can be detected in the curl field more than 500 km downwind of the island.  Wind
shadows develop in the lee of South Georgia Island when the winds blow from other directions as well
(S13).

Fig. S6.  Schematic illustration of the divergence and curl of the wind stress  ô  resulting from spatial
variations of the SST effects on the surface winds summarized in Fig. S5. Near a meandering SST front
(heavy black line), surface wind speeds are lower over cool water and higher over warm water, shown
qualitatively by the lengths of the vectors.  Acceleration where winds blow across isotherms generates
divergence, Ä_•ô  (green area).  Lateral variations where winds blow parallel to isotherms generate curl,
Ä_xô  (red area).  The magnitudes of the divergence and curl perturbations are proportional to the magni-
tudes of the downwind and crosswind SST gradients, respectively (see Fig. 4 in the text).

Chelton et al. 
2004

Although the effects of ocean currents on
the wind stress are readily apparent in the
curl, ocean current signatures are insignifi-
cant in the wind stress divergence because of
the quasi-geostrophic and very nearly nondi-
vergent nature of ocean velocity. The bands
of relatively weak divergence and conver-
gence associated with the Gulf Stream (top
panels of Fig. 1 and figs. S1 and S2) are
attributable to the previously discussed
SST effects on low-level winds.

SST also affects the wind stress curl over
the Gulf Stream, but this is of secondary
importance compared with the effects of the
current. This becomes apparent by calculat-
ing the Gulf Stream contribution to the wind
stress curl. Where the Gulf Stream flows
north off the Florida coast, the surface ocean
velocity can be estimated from QuikSCAT
data by assuming that all of the east-west
variation of the measured northward wind
component is attributable to the effects of
ocean velocity on the surface stress. Surface
current cross sections calculated in this man-
ner (Fig. 6) compare well with observations
(39), confirming that the observed wind
stress curl couplet is attributable primarily to
the surface velocity of the Gulf Stream.

Similar examples of ocean current–induced
couplet curl bands in Fig. 3 and fig. S2 include
the Loop Current in the Gulf of Mexico (see also
Fig. 5, top right), the Labrador Current, the
Aleutian Current, the Kuroshio Current in the
region between Taiwan and Japan, the Agulhas
Current where it separates from the coast of
South Africa, the Somali Current northeast of
Socotra Island, the Malvinas Current off Argen-
tina, the North Brazil Current, and numerous
segments of the ACC.

The curl couplet in the western North
Atlantic becomes less well defined after the
Gulf Stream separates from the coast at Cape
Hatteras, because the broadening of the cur-
rent and the transient nature of the unstable
meanders east of 70°W blur the effects of
ocean velocity on the 4-year average wind
stress curl. A signature of the Kuroshio Ex-
tension east of Japan is similarly blurred by
transient meanders that develop after the Ku-
roshio Current separates from the coast of
Japan (27). In such regions of meandering
currents, the effects of SST become the dom-
inant factor affecting the 4-year average wind
stress curl field.
Discussion. High-resolution measure-

ments by the QuikSCAT scatterometer reveal
a rich diversity of persistent small-scale fea-
tures in the global wind stress field that can-
not be detected by other means. These fea-
tures are clear in the 4-year average fields of
the wind stress divergence and curl. Small-
scale variability is evident in both the diver-
gence and curl in island and coastal regions,
where orography influences low-level winds.
Over the open ocean, most of the small-scale

variability in the divergence field can be at-
tributed to accelerations and decelerations of
surface winds blowing across SST fronts ow-
ing to SST-induced effects on low-level
winds. The resulting convergences and diver-
gences generate vertical motion that can in-
fluence atmospheric dynamics and thermody-
namics at higher levels in the atmosphere
(40). SST effects are also manifest in the curl,
which is intensified where winds blow paral-
lel to SST fronts.

The high-resolution QuikSCAT data also
reveal the surprisingly strong influence of
steady ocean currents on the 4-year average
wind stress curl field through the relative
motion between the ocean currents and the
overlying winds. Ocean currents significantly
affect the curl on an instantaneous basis
wherever they are narrow and intense. Be-
cause of the quasi-geostrophic and very near-
ly nondivergent nature of ocean velocity,
ocean currents do not have a significant effect
on the wind stress divergence.

An important consideration for ocean cir-
culation modeling is that current-induced fea-
tures in the wind stress curl are absent in the
wind stress fields produced from NWP mod-
els (Fig. 2 and figs. S3 and S4). The models
estimate the winds relative to fixed locations
(the model grid points) and thus effectively
consider the ocean surface to be motionless.

Because they do not account for the effects of
ocean currents on the wind stress, NWP mod-
els do not provide the true wind stress that
drives the ocean circulation (36, 38).

The importance of ocean current effects
on the wind stress depends on the magnitudes
and relative directions of the current and
wind velocities. For 6 m s–1 winds typical of
the global open ocean, a moderate surface
current of 0.3 m s–1 flowing parallel or anti-
parallel to the wind modifies the wind stress
by 10%. In regions of strong currents such as
the Gulf Stream and the Kuroshio and Equa-
torial Current systems, ocean current effects
on the wind stress can easily exceed 20%. It
is thus clear that oceanic influence on the
wind stress is at least regionally important.

Because the existence of persistent small-
scale features in the wind field has not here-
tofore been appreciated, the full implications
of these wind patterns for ocean dynamics are
only beginning to be explored. The impor-
tance of the small-scale variability can be
inferred from the zonally integrated wind
stress curl across an ocean basin, which pro-
vides an approximate estimate of the volume
transport of the western boundary currents
(1). Neglect of small-scale variability can
result in underestimates of the volume trans-
ports of subtropical western boundary cur-
rents by more than 20% (6). Stochastic forc-

Fig. 4. SST effects on wind stress divergence and curl. Shown are binned scatter plots of spatial
high-pass–filtered fields of the wind stress divergence as a function of the downwind SST gradient
(top row) and the wind stress curl as a function of the crosswind SST gradient (bottom row) for four
geographical regions: the Southern Ocean (60°S to 30°S, 0° to 360°E), the eastern tropical Pacific
(5°S to 3°N, 150°W to 100°W ), the Kuroshio Extension (32°N to 47°N, 142°E to 170°W ), and the
Gulf Stream (35°N to 55°N, 60°W to 30°W). The comparisons are based on the first year of
satellite SST measurements by the Advanced Microwave Scanning Radiometer (44) for the
12-month period from August 2002 to July 2003. The points in each panel are the means within
each bin computed from 12 overlapping 6-week averages, and the error bars are the !1 standard
deviation over the 12 samples in each bin. The standard deviations are larger for the Kuroshio and
Gulf Stream regions because of seasonal variations in the magnitudes of the divergence and curl
perturbations. The coupling between SST and surface winds implied by the slope s of the straight
line fit by least squares to the binned averages in each panel varies geographically (and seasonally,
not shown here), presumably depending on the detailed structure of the MABL, and is consistently
larger for the divergence than for the curl (3, 4).
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Although the effects of ocean currents on
the wind stress are readily apparent in the
curl, ocean current signatures are insignifi-
cant in the wind stress divergence because of
the quasi-geostrophic and very nearly nondi-
vergent nature of ocean velocity. The bands
of relatively weak divergence and conver-
gence associated with the Gulf Stream (top
panels of Fig. 1 and figs. S1 and S2) are
attributable to the previously discussed
SST effects on low-level winds.

SST also affects the wind stress curl over
the Gulf Stream, but this is of secondary
importance compared with the effects of the
current. This becomes apparent by calculat-
ing the Gulf Stream contribution to the wind
stress curl. Where the Gulf Stream flows
north off the Florida coast, the surface ocean
velocity can be estimated from QuikSCAT
data by assuming that all of the east-west
variation of the measured northward wind
component is attributable to the effects of
ocean velocity on the surface stress. Surface
current cross sections calculated in this man-
ner (Fig. 6) compare well with observations
(39), confirming that the observed wind
stress curl couplet is attributable primarily to
the surface velocity of the Gulf Stream.

Similar examples of ocean current–induced
couplet curl bands in Fig. 3 and fig. S2 include
the Loop Current in the Gulf of Mexico (see also
Fig. 5, top right), the Labrador Current, the
Aleutian Current, the Kuroshio Current in the
region between Taiwan and Japan, the Agulhas
Current where it separates from the coast of
South Africa, the Somali Current northeast of
Socotra Island, the Malvinas Current off Argen-
tina, the North Brazil Current, and numerous
segments of the ACC.

The curl couplet in the western North
Atlantic becomes less well defined after the
Gulf Stream separates from the coast at Cape
Hatteras, because the broadening of the cur-
rent and the transient nature of the unstable
meanders east of 70°W blur the effects of
ocean velocity on the 4-year average wind
stress curl. A signature of the Kuroshio Ex-
tension east of Japan is similarly blurred by
transient meanders that develop after the Ku-
roshio Current separates from the coast of
Japan (27). In such regions of meandering
currents, the effects of SST become the dom-
inant factor affecting the 4-year average wind
stress curl field.
Discussion. High-resolution measure-

ments by the QuikSCAT scatterometer reveal
a rich diversity of persistent small-scale fea-
tures in the global wind stress field that can-
not be detected by other means. These fea-
tures are clear in the 4-year average fields of
the wind stress divergence and curl. Small-
scale variability is evident in both the diver-
gence and curl in island and coastal regions,
where orography influences low-level winds.
Over the open ocean, most of the small-scale

variability in the divergence field can be at-
tributed to accelerations and decelerations of
surface winds blowing across SST fronts ow-
ing to SST-induced effects on low-level
winds. The resulting convergences and diver-
gences generate vertical motion that can in-
fluence atmospheric dynamics and thermody-
namics at higher levels in the atmosphere
(40). SST effects are also manifest in the curl,
which is intensified where winds blow paral-
lel to SST fronts.

The high-resolution QuikSCAT data also
reveal the surprisingly strong influence of
steady ocean currents on the 4-year average
wind stress curl field through the relative
motion between the ocean currents and the
overlying winds. Ocean currents significantly
affect the curl on an instantaneous basis
wherever they are narrow and intense. Be-
cause of the quasi-geostrophic and very near-
ly nondivergent nature of ocean velocity,
ocean currents do not have a significant effect
on the wind stress divergence.

An important consideration for ocean cir-
culation modeling is that current-induced fea-
tures in the wind stress curl are absent in the
wind stress fields produced from NWP mod-
els (Fig. 2 and figs. S3 and S4). The models
estimate the winds relative to fixed locations
(the model grid points) and thus effectively
consider the ocean surface to be motionless.

Because they do not account for the effects of
ocean currents on the wind stress, NWP mod-
els do not provide the true wind stress that
drives the ocean circulation (36, 38).

The importance of ocean current effects
on the wind stress depends on the magnitudes
and relative directions of the current and
wind velocities. For 6 m s–1 winds typical of
the global open ocean, a moderate surface
current of 0.3 m s–1 flowing parallel or anti-
parallel to the wind modifies the wind stress
by 10%. In regions of strong currents such as
the Gulf Stream and the Kuroshio and Equa-
torial Current systems, ocean current effects
on the wind stress can easily exceed 20%. It
is thus clear that oceanic influence on the
wind stress is at least regionally important.

Because the existence of persistent small-
scale features in the wind field has not here-
tofore been appreciated, the full implications
of these wind patterns for ocean dynamics are
only beginning to be explored. The impor-
tance of the small-scale variability can be
inferred from the zonally integrated wind
stress curl across an ocean basin, which pro-
vides an approximate estimate of the volume
transport of the western boundary currents
(1). Neglect of small-scale variability can
result in underestimates of the volume trans-
ports of subtropical western boundary cur-
rents by more than 20% (6). Stochastic forc-

Fig. 4. SST effects on wind stress divergence and curl. Shown are binned scatter plots of spatial
high-pass–filtered fields of the wind stress divergence as a function of the downwind SST gradient
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12-month period from August 2002 to July 2003. The points in each panel are the means within
each bin computed from 12 overlapping 6-week averages, and the error bars are the !1 standard
deviation over the 12 samples in each bin. The standard deviations are larger for the Kuroshio and
Gulf Stream regions because of seasonal variations in the magnitudes of the divergence and curl
perturbations. The coupling between SST and surface winds implied by the slope s of the straight
line fit by least squares to the binned averages in each panel varies geographically (and seasonally,
not shown here), presumably depending on the detailed structure of the MABL, and is consistently
larger for the divergence than for the curl (3, 4).
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Although the effects of ocean currents on
the wind stress are readily apparent in the
curl, ocean current signatures are insignifi-
cant in the wind stress divergence because of
the quasi-geostrophic and very nearly nondi-
vergent nature of ocean velocity. The bands
of relatively weak divergence and conver-
gence associated with the Gulf Stream (top
panels of Fig. 1 and figs. S1 and S2) are
attributable to the previously discussed
SST effects on low-level winds.

SST also affects the wind stress curl over
the Gulf Stream, but this is of secondary
importance compared with the effects of the
current. This becomes apparent by calculat-
ing the Gulf Stream contribution to the wind
stress curl. Where the Gulf Stream flows
north off the Florida coast, the surface ocean
velocity can be estimated from QuikSCAT
data by assuming that all of the east-west
variation of the measured northward wind
component is attributable to the effects of
ocean velocity on the surface stress. Surface
current cross sections calculated in this man-
ner (Fig. 6) compare well with observations
(39), confirming that the observed wind
stress curl couplet is attributable primarily to
the surface velocity of the Gulf Stream.

Similar examples of ocean current–induced
couplet curl bands in Fig. 3 and fig. S2 include
the Loop Current in the Gulf of Mexico (see also
Fig. 5, top right), the Labrador Current, the
Aleutian Current, the Kuroshio Current in the
region between Taiwan and Japan, the Agulhas
Current where it separates from the coast of
South Africa, the Somali Current northeast of
Socotra Island, the Malvinas Current off Argen-
tina, the North Brazil Current, and numerous
segments of the ACC.

The curl couplet in the western North
Atlantic becomes less well defined after the
Gulf Stream separates from the coast at Cape
Hatteras, because the broadening of the cur-
rent and the transient nature of the unstable
meanders east of 70°W blur the effects of
ocean velocity on the 4-year average wind
stress curl. A signature of the Kuroshio Ex-
tension east of Japan is similarly blurred by
transient meanders that develop after the Ku-
roshio Current separates from the coast of
Japan (27). In such regions of meandering
currents, the effects of SST become the dom-
inant factor affecting the 4-year average wind
stress curl field.
Discussion. High-resolution measure-

ments by the QuikSCAT scatterometer reveal
a rich diversity of persistent small-scale fea-
tures in the global wind stress field that can-
not be detected by other means. These fea-
tures are clear in the 4-year average fields of
the wind stress divergence and curl. Small-
scale variability is evident in both the diver-
gence and curl in island and coastal regions,
where orography influences low-level winds.
Over the open ocean, most of the small-scale

variability in the divergence field can be at-
tributed to accelerations and decelerations of
surface winds blowing across SST fronts ow-
ing to SST-induced effects on low-level
winds. The resulting convergences and diver-
gences generate vertical motion that can in-
fluence atmospheric dynamics and thermody-
namics at higher levels in the atmosphere
(40). SST effects are also manifest in the curl,
which is intensified where winds blow paral-
lel to SST fronts.

The high-resolution QuikSCAT data also
reveal the surprisingly strong influence of
steady ocean currents on the 4-year average
wind stress curl field through the relative
motion between the ocean currents and the
overlying winds. Ocean currents significantly
affect the curl on an instantaneous basis
wherever they are narrow and intense. Be-
cause of the quasi-geostrophic and very near-
ly nondivergent nature of ocean velocity,
ocean currents do not have a significant effect
on the wind stress divergence.

An important consideration for ocean cir-
culation modeling is that current-induced fea-
tures in the wind stress curl are absent in the
wind stress fields produced from NWP mod-
els (Fig. 2 and figs. S3 and S4). The models
estimate the winds relative to fixed locations
(the model grid points) and thus effectively
consider the ocean surface to be motionless.

Because they do not account for the effects of
ocean currents on the wind stress, NWP mod-
els do not provide the true wind stress that
drives the ocean circulation (36, 38).

The importance of ocean current effects
on the wind stress depends on the magnitudes
and relative directions of the current and
wind velocities. For 6 m s–1 winds typical of
the global open ocean, a moderate surface
current of 0.3 m s–1 flowing parallel or anti-
parallel to the wind modifies the wind stress
by 10%. In regions of strong currents such as
the Gulf Stream and the Kuroshio and Equa-
torial Current systems, ocean current effects
on the wind stress can easily exceed 20%. It
is thus clear that oceanic influence on the
wind stress is at least regionally important.

Because the existence of persistent small-
scale features in the wind field has not here-
tofore been appreciated, the full implications
of these wind patterns for ocean dynamics are
only beginning to be explored. The impor-
tance of the small-scale variability can be
inferred from the zonally integrated wind
stress curl across an ocean basin, which pro-
vides an approximate estimate of the volume
transport of the western boundary currents
(1). Neglect of small-scale variability can
result in underestimates of the volume trans-
ports of subtropical western boundary cur-
rents by more than 20% (6). Stochastic forc-

Fig. 4. SST effects on wind stress divergence and curl. Shown are binned scatter plots of spatial
high-pass–filtered fields of the wind stress divergence as a function of the downwind SST gradient
(top row) and the wind stress curl as a function of the crosswind SST gradient (bottom row) for four
geographical regions: the Southern Ocean (60°S to 30°S, 0° to 360°E), the eastern tropical Pacific
(5°S to 3°N, 150°W to 100°W ), the Kuroshio Extension (32°N to 47°N, 142°E to 170°W ), and the
Gulf Stream (35°N to 55°N, 60°W to 30°W). The comparisons are based on the first year of
satellite SST measurements by the Advanced Microwave Scanning Radiometer (44) for the
12-month period from August 2002 to July 2003. The points in each panel are the means within
each bin computed from 12 overlapping 6-week averages, and the error bars are the !1 standard
deviation over the 12 samples in each bin. The standard deviations are larger for the Kuroshio and
Gulf Stream regions because of seasonal variations in the magnitudes of the divergence and curl
perturbations. The coupling between SST and surface winds implied by the slope s of the straight
line fit by least squares to the binned averages in each panel varies geographically (and seasonally,
not shown here), presumably depending on the detailed structure of the MABL, and is consistently
larger for the divergence than for the curl (3, 4).

R E S E A R C H A R T I C L E S

www.sciencemag.org SCIENCE VOL 303 13 FEBRUARY 2004 981

Although the effects of ocean currents on
the wind stress are readily apparent in the
curl, ocean current signatures are insignifi-
cant in the wind stress divergence because of
the quasi-geostrophic and very nearly nondi-
vergent nature of ocean velocity. The bands
of relatively weak divergence and conver-
gence associated with the Gulf Stream (top
panels of Fig. 1 and figs. S1 and S2) are
attributable to the previously discussed
SST effects on low-level winds.

SST also affects the wind stress curl over
the Gulf Stream, but this is of secondary
importance compared with the effects of the
current. This becomes apparent by calculat-
ing the Gulf Stream contribution to the wind
stress curl. Where the Gulf Stream flows
north off the Florida coast, the surface ocean
velocity can be estimated from QuikSCAT
data by assuming that all of the east-west
variation of the measured northward wind
component is attributable to the effects of
ocean velocity on the surface stress. Surface
current cross sections calculated in this man-
ner (Fig. 6) compare well with observations
(39), confirming that the observed wind
stress curl couplet is attributable primarily to
the surface velocity of the Gulf Stream.

Similar examples of ocean current–induced
couplet curl bands in Fig. 3 and fig. S2 include
the Loop Current in the Gulf of Mexico (see also
Fig. 5, top right), the Labrador Current, the
Aleutian Current, the Kuroshio Current in the
region between Taiwan and Japan, the Agulhas
Current where it separates from the coast of
South Africa, the Somali Current northeast of
Socotra Island, the Malvinas Current off Argen-
tina, the North Brazil Current, and numerous
segments of the ACC.

The curl couplet in the western North
Atlantic becomes less well defined after the
Gulf Stream separates from the coast at Cape
Hatteras, because the broadening of the cur-
rent and the transient nature of the unstable
meanders east of 70°W blur the effects of
ocean velocity on the 4-year average wind
stress curl. A signature of the Kuroshio Ex-
tension east of Japan is similarly blurred by
transient meanders that develop after the Ku-
roshio Current separates from the coast of
Japan (27). In such regions of meandering
currents, the effects of SST become the dom-
inant factor affecting the 4-year average wind
stress curl field.
Discussion. High-resolution measure-

ments by the QuikSCAT scatterometer reveal
a rich diversity of persistent small-scale fea-
tures in the global wind stress field that can-
not be detected by other means. These fea-
tures are clear in the 4-year average fields of
the wind stress divergence and curl. Small-
scale variability is evident in both the diver-
gence and curl in island and coastal regions,
where orography influences low-level winds.
Over the open ocean, most of the small-scale

variability in the divergence field can be at-
tributed to accelerations and decelerations of
surface winds blowing across SST fronts ow-
ing to SST-induced effects on low-level
winds. The resulting convergences and diver-
gences generate vertical motion that can in-
fluence atmospheric dynamics and thermody-
namics at higher levels in the atmosphere
(40). SST effects are also manifest in the curl,
which is intensified where winds blow paral-
lel to SST fronts.

The high-resolution QuikSCAT data also
reveal the surprisingly strong influence of
steady ocean currents on the 4-year average
wind stress curl field through the relative
motion between the ocean currents and the
overlying winds. Ocean currents significantly
affect the curl on an instantaneous basis
wherever they are narrow and intense. Be-
cause of the quasi-geostrophic and very near-
ly nondivergent nature of ocean velocity,
ocean currents do not have a significant effect
on the wind stress divergence.

An important consideration for ocean cir-
culation modeling is that current-induced fea-
tures in the wind stress curl are absent in the
wind stress fields produced from NWP mod-
els (Fig. 2 and figs. S3 and S4). The models
estimate the winds relative to fixed locations
(the model grid points) and thus effectively
consider the ocean surface to be motionless.

Because they do not account for the effects of
ocean currents on the wind stress, NWP mod-
els do not provide the true wind stress that
drives the ocean circulation (36, 38).

The importance of ocean current effects
on the wind stress depends on the magnitudes
and relative directions of the current and
wind velocities. For 6 m s–1 winds typical of
the global open ocean, a moderate surface
current of 0.3 m s–1 flowing parallel or anti-
parallel to the wind modifies the wind stress
by 10%. In regions of strong currents such as
the Gulf Stream and the Kuroshio and Equa-
torial Current systems, ocean current effects
on the wind stress can easily exceed 20%. It
is thus clear that oceanic influence on the
wind stress is at least regionally important.

Because the existence of persistent small-
scale features in the wind field has not here-
tofore been appreciated, the full implications
of these wind patterns for ocean dynamics are
only beginning to be explored. The impor-
tance of the small-scale variability can be
inferred from the zonally integrated wind
stress curl across an ocean basin, which pro-
vides an approximate estimate of the volume
transport of the western boundary currents
(1). Neglect of small-scale variability can
result in underestimates of the volume trans-
ports of subtropical western boundary cur-
rents by more than 20% (6). Stochastic forc-

Fig. 4. SST effects on wind stress divergence and curl. Shown are binned scatter plots of spatial
high-pass–filtered fields of the wind stress divergence as a function of the downwind SST gradient
(top row) and the wind stress curl as a function of the crosswind SST gradient (bottom row) for four
geographical regions: the Southern Ocean (60°S to 30°S, 0° to 360°E), the eastern tropical Pacific
(5°S to 3°N, 150°W to 100°W ), the Kuroshio Extension (32°N to 47°N, 142°E to 170°W ), and the
Gulf Stream (35°N to 55°N, 60°W to 30°W). The comparisons are based on the first year of
satellite SST measurements by the Advanced Microwave Scanning Radiometer (44) for the
12-month period from August 2002 to July 2003. The points in each panel are the means within
each bin computed from 12 overlapping 6-week averages, and the error bars are the !1 standard
deviation over the 12 samples in each bin. The standard deviations are larger for the Kuroshio and
Gulf Stream regions because of seasonal variations in the magnitudes of the divergence and curl
perturbations. The coupling between SST and surface winds implied by the slope s of the straight
line fit by least squares to the binned averages in each panel varies geographically (and seasonally,
not shown here), presumably depending on the detailed structure of the MABL, and is consistently
larger for the divergence than for the curl (3, 4).
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Although the effects of ocean currents on
the wind stress are readily apparent in the
curl, ocean current signatures are insignifi-
cant in the wind stress divergence because of
the quasi-geostrophic and very nearly nondi-
vergent nature of ocean velocity. The bands
of relatively weak divergence and conver-
gence associated with the Gulf Stream (top
panels of Fig. 1 and figs. S1 and S2) are
attributable to the previously discussed
SST effects on low-level winds.

SST also affects the wind stress curl over
the Gulf Stream, but this is of secondary
importance compared with the effects of the
current. This becomes apparent by calculat-
ing the Gulf Stream contribution to the wind
stress curl. Where the Gulf Stream flows
north off the Florida coast, the surface ocean
velocity can be estimated from QuikSCAT
data by assuming that all of the east-west
variation of the measured northward wind
component is attributable to the effects of
ocean velocity on the surface stress. Surface
current cross sections calculated in this man-
ner (Fig. 6) compare well with observations
(39), confirming that the observed wind
stress curl couplet is attributable primarily to
the surface velocity of the Gulf Stream.

Similar examples of ocean current–induced
couplet curl bands in Fig. 3 and fig. S2 include
the Loop Current in the Gulf of Mexico (see also
Fig. 5, top right), the Labrador Current, the
Aleutian Current, the Kuroshio Current in the
region between Taiwan and Japan, the Agulhas
Current where it separates from the coast of
South Africa, the Somali Current northeast of
Socotra Island, the Malvinas Current off Argen-
tina, the North Brazil Current, and numerous
segments of the ACC.

The curl couplet in the western North
Atlantic becomes less well defined after the
Gulf Stream separates from the coast at Cape
Hatteras, because the broadening of the cur-
rent and the transient nature of the unstable
meanders east of 70°W blur the effects of
ocean velocity on the 4-year average wind
stress curl. A signature of the Kuroshio Ex-
tension east of Japan is similarly blurred by
transient meanders that develop after the Ku-
roshio Current separates from the coast of
Japan (27). In such regions of meandering
currents, the effects of SST become the dom-
inant factor affecting the 4-year average wind
stress curl field.
Discussion. High-resolution measure-

ments by the QuikSCAT scatterometer reveal
a rich diversity of persistent small-scale fea-
tures in the global wind stress field that can-
not be detected by other means. These fea-
tures are clear in the 4-year average fields of
the wind stress divergence and curl. Small-
scale variability is evident in both the diver-
gence and curl in island and coastal regions,
where orography influences low-level winds.
Over the open ocean, most of the small-scale

variability in the divergence field can be at-
tributed to accelerations and decelerations of
surface winds blowing across SST fronts ow-
ing to SST-induced effects on low-level
winds. The resulting convergences and diver-
gences generate vertical motion that can in-
fluence atmospheric dynamics and thermody-
namics at higher levels in the atmosphere
(40). SST effects are also manifest in the curl,
which is intensified where winds blow paral-
lel to SST fronts.

The high-resolution QuikSCAT data also
reveal the surprisingly strong influence of
steady ocean currents on the 4-year average
wind stress curl field through the relative
motion between the ocean currents and the
overlying winds. Ocean currents significantly
affect the curl on an instantaneous basis
wherever they are narrow and intense. Be-
cause of the quasi-geostrophic and very near-
ly nondivergent nature of ocean velocity,
ocean currents do not have a significant effect
on the wind stress divergence.

An important consideration for ocean cir-
culation modeling is that current-induced fea-
tures in the wind stress curl are absent in the
wind stress fields produced from NWP mod-
els (Fig. 2 and figs. S3 and S4). The models
estimate the winds relative to fixed locations
(the model grid points) and thus effectively
consider the ocean surface to be motionless.

Because they do not account for the effects of
ocean currents on the wind stress, NWP mod-
els do not provide the true wind stress that
drives the ocean circulation (36, 38).

The importance of ocean current effects
on the wind stress depends on the magnitudes
and relative directions of the current and
wind velocities. For 6 m s–1 winds typical of
the global open ocean, a moderate surface
current of 0.3 m s–1 flowing parallel or anti-
parallel to the wind modifies the wind stress
by 10%. In regions of strong currents such as
the Gulf Stream and the Kuroshio and Equa-
torial Current systems, ocean current effects
on the wind stress can easily exceed 20%. It
is thus clear that oceanic influence on the
wind stress is at least regionally important.

Because the existence of persistent small-
scale features in the wind field has not here-
tofore been appreciated, the full implications
of these wind patterns for ocean dynamics are
only beginning to be explored. The impor-
tance of the small-scale variability can be
inferred from the zonally integrated wind
stress curl across an ocean basin, which pro-
vides an approximate estimate of the volume
transport of the western boundary currents
(1). Neglect of small-scale variability can
result in underestimates of the volume trans-
ports of subtropical western boundary cur-
rents by more than 20% (6). Stochastic forc-

Fig. 4. SST effects on wind stress divergence and curl. Shown are binned scatter plots of spatial
high-pass–filtered fields of the wind stress divergence as a function of the downwind SST gradient
(top row) and the wind stress curl as a function of the crosswind SST gradient (bottom row) for four
geographical regions: the Southern Ocean (60°S to 30°S, 0° to 360°E), the eastern tropical Pacific
(5°S to 3°N, 150°W to 100°W ), the Kuroshio Extension (32°N to 47°N, 142°E to 170°W ), and the
Gulf Stream (35°N to 55°N, 60°W to 30°W). The comparisons are based on the first year of
satellite SST measurements by the Advanced Microwave Scanning Radiometer (44) for the
12-month period from August 2002 to July 2003. The points in each panel are the means within
each bin computed from 12 overlapping 6-week averages, and the error bars are the !1 standard
deviation over the 12 samples in each bin. The standard deviations are larger for the Kuroshio and
Gulf Stream regions because of seasonal variations in the magnitudes of the divergence and curl
perturbations. The coupling between SST and surface winds implied by the slope s of the straight
line fit by least squares to the binned averages in each panel varies geographically (and seasonally,
not shown here), presumably depending on the detailed structure of the MABL, and is consistently
larger for the divergence than for the curl (3, 4).
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Although the effects of ocean currents on
the wind stress are readily apparent in the
curl, ocean current signatures are insignifi-
cant in the wind stress divergence because of
the quasi-geostrophic and very nearly nondi-
vergent nature of ocean velocity. The bands
of relatively weak divergence and conver-
gence associated with the Gulf Stream (top
panels of Fig. 1 and figs. S1 and S2) are
attributable to the previously discussed
SST effects on low-level winds.

SST also affects the wind stress curl over
the Gulf Stream, but this is of secondary
importance compared with the effects of the
current. This becomes apparent by calculat-
ing the Gulf Stream contribution to the wind
stress curl. Where the Gulf Stream flows
north off the Florida coast, the surface ocean
velocity can be estimated from QuikSCAT
data by assuming that all of the east-west
variation of the measured northward wind
component is attributable to the effects of
ocean velocity on the surface stress. Surface
current cross sections calculated in this man-
ner (Fig. 6) compare well with observations
(39), confirming that the observed wind
stress curl couplet is attributable primarily to
the surface velocity of the Gulf Stream.

Similar examples of ocean current–induced
couplet curl bands in Fig. 3 and fig. S2 include
the Loop Current in the Gulf of Mexico (see also
Fig. 5, top right), the Labrador Current, the
Aleutian Current, the Kuroshio Current in the
region between Taiwan and Japan, the Agulhas
Current where it separates from the coast of
South Africa, the Somali Current northeast of
Socotra Island, the Malvinas Current off Argen-
tina, the North Brazil Current, and numerous
segments of the ACC.

The curl couplet in the western North
Atlantic becomes less well defined after the
Gulf Stream separates from the coast at Cape
Hatteras, because the broadening of the cur-
rent and the transient nature of the unstable
meanders east of 70°W blur the effects of
ocean velocity on the 4-year average wind
stress curl. A signature of the Kuroshio Ex-
tension east of Japan is similarly blurred by
transient meanders that develop after the Ku-
roshio Current separates from the coast of
Japan (27). In such regions of meandering
currents, the effects of SST become the dom-
inant factor affecting the 4-year average wind
stress curl field.
Discussion. High-resolution measure-

ments by the QuikSCAT scatterometer reveal
a rich diversity of persistent small-scale fea-
tures in the global wind stress field that can-
not be detected by other means. These fea-
tures are clear in the 4-year average fields of
the wind stress divergence and curl. Small-
scale variability is evident in both the diver-
gence and curl in island and coastal regions,
where orography influences low-level winds.
Over the open ocean, most of the small-scale

variability in the divergence field can be at-
tributed to accelerations and decelerations of
surface winds blowing across SST fronts ow-
ing to SST-induced effects on low-level
winds. The resulting convergences and diver-
gences generate vertical motion that can in-
fluence atmospheric dynamics and thermody-
namics at higher levels in the atmosphere
(40). SST effects are also manifest in the curl,
which is intensified where winds blow paral-
lel to SST fronts.

The high-resolution QuikSCAT data also
reveal the surprisingly strong influence of
steady ocean currents on the 4-year average
wind stress curl field through the relative
motion between the ocean currents and the
overlying winds. Ocean currents significantly
affect the curl on an instantaneous basis
wherever they are narrow and intense. Be-
cause of the quasi-geostrophic and very near-
ly nondivergent nature of ocean velocity,
ocean currents do not have a significant effect
on the wind stress divergence.

An important consideration for ocean cir-
culation modeling is that current-induced fea-
tures in the wind stress curl are absent in the
wind stress fields produced from NWP mod-
els (Fig. 2 and figs. S3 and S4). The models
estimate the winds relative to fixed locations
(the model grid points) and thus effectively
consider the ocean surface to be motionless.

Because they do not account for the effects of
ocean currents on the wind stress, NWP mod-
els do not provide the true wind stress that
drives the ocean circulation (36, 38).

The importance of ocean current effects
on the wind stress depends on the magnitudes
and relative directions of the current and
wind velocities. For 6 m s–1 winds typical of
the global open ocean, a moderate surface
current of 0.3 m s–1 flowing parallel or anti-
parallel to the wind modifies the wind stress
by 10%. In regions of strong currents such as
the Gulf Stream and the Kuroshio and Equa-
torial Current systems, ocean current effects
on the wind stress can easily exceed 20%. It
is thus clear that oceanic influence on the
wind stress is at least regionally important.

Because the existence of persistent small-
scale features in the wind field has not here-
tofore been appreciated, the full implications
of these wind patterns for ocean dynamics are
only beginning to be explored. The impor-
tance of the small-scale variability can be
inferred from the zonally integrated wind
stress curl across an ocean basin, which pro-
vides an approximate estimate of the volume
transport of the western boundary currents
(1). Neglect of small-scale variability can
result in underestimates of the volume trans-
ports of subtropical western boundary cur-
rents by more than 20% (6). Stochastic forc-

Fig. 4. SST effects on wind stress divergence and curl. Shown are binned scatter plots of spatial
high-pass–filtered fields of the wind stress divergence as a function of the downwind SST gradient
(top row) and the wind stress curl as a function of the crosswind SST gradient (bottom row) for four
geographical regions: the Southern Ocean (60°S to 30°S, 0° to 360°E), the eastern tropical Pacific
(5°S to 3°N, 150°W to 100°W ), the Kuroshio Extension (32°N to 47°N, 142°E to 170°W ), and the
Gulf Stream (35°N to 55°N, 60°W to 30°W). The comparisons are based on the first year of
satellite SST measurements by the Advanced Microwave Scanning Radiometer (44) for the
12-month period from August 2002 to July 2003. The points in each panel are the means within
each bin computed from 12 overlapping 6-week averages, and the error bars are the !1 standard
deviation over the 12 samples in each bin. The standard deviations are larger for the Kuroshio and
Gulf Stream regions because of seasonal variations in the magnitudes of the divergence and curl
perturbations. The coupling between SST and surface winds implied by the slope s of the straight
line fit by least squares to the binned averages in each panel varies geographically (and seasonally,
not shown here), presumably depending on the detailed structure of the MABL, and is consistently
larger for the divergence than for the curl (3, 4).
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Vertical mixing mechanism in the Arctic

Overland (1985): 
ABL stability is the dominant factor in the variability of 

geostrophic drag coefficient (Cg=u*/Wg) 
climatological value: Cg = 0.03

Walter and Overland (1991): 
Cold/Stable Central Arctic: Cg = 0.015

➔ !=ρou*2

Even with the same Wg, a factor of 4 difference in surface stress.



#2. Pressure adjustment: Lindzen and Nigam (1987)
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Pressure adjustment mechanism

• Minobe et al. (2008): a three-way Ekman momentum balance assuming a steady 
flow, no advection and a linear friction.

ρo ∇⋅
u( ) = − ∇2P( )ε ε 2 + f 2( )fk̂ ×u = − 1

ρ0
∇p−εu

w(z) = 1
ρo
( εz
ε 2 + f 2

)∇2P
εp+H (ux + vy ) = −γTwhere

convergence and divergence are strong (80u–40uW, 30u–48uN, red-
dashed box in Fig. 1c). Furthermore, consistent with the MABL
model16 where SST variations force pressure adjustments, the
pattern of laplacian SST with sign reversed (2=2SST) exhibits some
similarities to laplacian SLP and wind convergences (Fig. 1d). These
results indicate that MABL pressure adjustments to SST gradients
near the Gulf Stream are important for surface wind divergence.
Relatively high pressures on the colder flank and relatively low
pressures on the warmer flank induce cross-frontal components of
near-surface winds, leading to divergence and convergence (Supple-
mentary Fig. 1).

Previous studies suggested that warmer SSTs induce stronger ver-
tical momentum mixing, and the enhanced mixing is responsible for
mesoscale features in the surface wind convergence field9,10, consis-
tent with a numerical model experiment focusing on near-surface
adjustments17. Our observational result indicates the importance of
the overlooked pressure adjustment mechanism, consistent with
both a recent short (a few days) regional model experiment for the
Gulf Stream18 and a numerical study of tropical instability waves19.
Note that the observed surface wind convergence is roughly collo-
cated with the axis of the Gulf Stream (Fig. 1e, Supplementary Fig. 1).

Satellite observations further reveal that the Gulf Stream anchors a
narrow rain band roughly collocated with the surface wind conver-
gence (Fig. 2a). Although there was evidence that the Gulf Stream
affects precipitation20, our high-resolution analysis reveals that the
narrow rain band meanders with the Gulf Stream front and is con-
fined to its warmer flank with SSTs greater than 16 uC. This close co-
variation in space is strongly indicative of an active role of the Gulf
Stream. The precipitation pattern is well reproduced in the opera-
tional analysis (Supplementary Fig. 2), with a bias of excessive rain
rates compared to satellite observations.

The causality is further examined using an atmospheric general
circulation model (AGCM)4. It successfully captures the rain band
following the meandering Gulf Stream, although the rain rate near
the coast is somewhat too weak compared with satellite observations
(Fig. 2b). When the SST is smoothed (see Methods for details),
however, the narrow precipitation band disappears in the AGCM
(Fig. 2c). Compared to the smoothed SST run, rain-bearing low-
pressure systems tend to develop along the Gulf Stream front in
the control simulation (Supplementary Fig. 3). These results
indicate that the narrow precipitation band in the western North

Atlantic results from the forcing by the sharp SST front of the Gulf
Stream.

Similar to precipitation, surface evaporation also exhibits a
narrow banded structure on the offshore side of the SST front
(Supplementary Fig. 2). This evaporation band is consistent with a
short-term field observation21. The amount of evaporation is slightly
larger than that of precipitation, indicating that local evaporation
supplies much of the water vapour for precipitation. The local
enhancement of evaporation on the warmer flank of the Gulf
Stream is due to enhanced wind speed and the large disequilibrium
of air temperature from SST9,13.

As precipitation off the US east coast is often associated with deep
weather systems, the rainfall pattern described above suggests that the
Gulf Stream’s influence may penetrate to the free atmosphere.
Indeed, the upward motion across the Gulf Stream displays a deep
structure extending to the upper troposphere (Fig. 3a). The upward
motion is anchored by wind convergence in the MABL (Fig. 3a). The
latter peaks at the sea surface, and is strongly affected by SST (Fig. 1).
It is interesting to note that although surface convergence and diver-
gence are similar in magnitude (Fig. 1), the upward motion over
surface wind convergence is much stronger and deeper than the
downward motion over the wind divergence (Fig. 3a). This is sug-
gestive of the importance of condensational heating above the MABL
in developing the asymmetry between the upward and downward
motion.

The upward wind velocity is strongest just above the MABL between
the 850 and 700 hPa levels (Fig. 3a). The horizontal distribution at
these levels is quite similar to the distribution of the surface conver-
gence. The structure trapped by the Gulf Stream is clearly visible at
500 hPa and remains discernible at the 300 hPa level (Supplementary
Fig. 4). Remarkably, the divergence in the upper troposphere is also
dominated by a meandering band following the Gulf Stream front
(Fig. 3b)—such a pattern is required by mass conservation, with the
tropopause acting virtually as a lid for the mean circulation.

Next we examine the occurrence of high clouds, and infer cloud-
top temperature using three-hourly outgoing long-wave radiation
(OLR) derived from satellite observations. Lower OLR levels indicate
lower temperatures and higher altitudes of cloud tops. Figure 3c
shows the occurrence rate of OLR lower than 160 W m22, which
roughly corresponds to a cloud-top height of about 300 hPa. A nar-
row band of high occurrence hugs the SST front of the Gulf Stream in
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The Gulf Stream transports large amounts of heat from the tropics
to middle and high latitudes, and thereby affects weather phenom-
ena such as cyclogenesis1,2 and low cloud formation3. But its cli-
matic influence, on monthly and longer timescales, remains
poorly understood. In particular, it is unclear how the warm cur-
rent affects the free atmosphere above the marine atmospheric
boundary layer. Here we consider the Gulf Stream’s influence on
the troposphere, using a combination of operational weather ana-
lyses, satellite observations and an atmospheric general circula-
tion model4. Our results reveal that the Gulf Stream affects the
entire troposphere. In the marine boundary layer, atmospheric
pressure adjustments to sharp sea surface temperature gradients
lead to surface wind convergence, which anchors a narrow band of
precipitation along the Gulf Stream. In this rain band, upward
motion and cloud formation extend into the upper troposphere,
as corroborated by the frequent occurrence of very low cloud-top
temperatures. These mechanisms provide a pathway by which
the Gulf Stream can affect the atmosphere locally, and possibly
also in remote regions by forcing planetary waves5,6. The iden-
tification of this pathway may have implications for our under-
standing of the processes involved in climate change, because the
Gulf Stream is the upper limb of the Atlantic meridional over-
turning circulation, which has varied in strength in the past7 and
is predicted to weaken in response to human-induced global
warming in the future8.

It is a challenging task to isolate the climatic influence of the Gulf
Stream from energetic weather variability using conventional obser-
vations, which are spatially and temporally sporadic. Recently, high-
resolution satellite observations of surface winds made it possible to
map the influence of the Gulf Stream9,10 and other major sea surface
temperature (SST) fronts11–14 on the near-surface atmosphere. The
Gulf Stream affects the 10-m wind climatology as observed by the
QuikSCAT satellite15, with wind divergence and convergence on the
cold and warm flanks, respectively, of the Gulf Stream front9,10

(Fig. 1a). However, the mechanism by which the SST fronts influence
surface winds is still under much debate9,10

The identification of the mechanism responsible has been ham-
pered by the need to know parameters not available from satellite
observations, for which we turn to high-resolution atmospheric
operational analyses from the European Centre for Medium-Range
Weather Forecasts (ECMWF). The operational analysis successfully
captures the observed pattern of wind divergence (Fig. 1b). Interestingly,
the wind convergence closely resembles the pattern of the laplacian of
sea-level pressure (=2SLP) (Fig. 1c).This correspondence is consistent
with an immediate consequence of a marine atmospheric boundary
layer (MABL) model16 (see Methods Summary). Note that it is
virtually impossible to see the correspondence between the wind
convergence and SLP itself without taking the laplacian. The laplacian
operator acts as a high-pass filter, unveiling the SST frontal effect that
is masked by large-scale atmospheric circulations.

In contrast to the free atmosphere where wind velocities are
nearly non-divergent, substantial divergence occurs in the MABL
in the presence of strong friction and is proportional to the SLP
laplacian in the MABL model described in the Methods Summary.
Such a linear relation approximately holds in observations (Fig. 1f),
with a correlation coefficient as high as 0.70 for a region where wind
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Figure 1 | Annual climatology of surface parameters. a, b, 10-m wind
convergence (colour) in QuikSCAT satellite observations (a) and in the
ECMWF analysis (b). c, d, SLP laplacian (c) and sign-reversed SST laplacian
(d) in the ECMWF analysis. e, Surface geostrophic current speed. In a–e, SST
contours (2 uC interval and dashed contours for 10 uC and 20 uC) are shown.
f, Relationship between the SLP laplacian and wind convergence based on
monthly climatology in the red-dashed box in c; the regression line is shown
red. Error bars, 61 s.d. of wind convergence for each bin of SLP.
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The Gulf Stream transports large amounts of heat from the tropics
to middle and high latitudes, and thereby affects weather phenom-
ena such as cyclogenesis1,2 and low cloud formation3. But its cli-
matic influence, on monthly and longer timescales, remains
poorly understood. In particular, it is unclear how the warm cur-
rent affects the free atmosphere above the marine atmospheric
boundary layer. Here we consider the Gulf Stream’s influence on
the troposphere, using a combination of operational weather ana-
lyses, satellite observations and an atmospheric general circula-
tion model4. Our results reveal that the Gulf Stream affects the
entire troposphere. In the marine boundary layer, atmospheric
pressure adjustments to sharp sea surface temperature gradients
lead to surface wind convergence, which anchors a narrow band of
precipitation along the Gulf Stream. In this rain band, upward
motion and cloud formation extend into the upper troposphere,
as corroborated by the frequent occurrence of very low cloud-top
temperatures. These mechanisms provide a pathway by which
the Gulf Stream can affect the atmosphere locally, and possibly
also in remote regions by forcing planetary waves5,6. The iden-
tification of this pathway may have implications for our under-
standing of the processes involved in climate change, because the
Gulf Stream is the upper limb of the Atlantic meridional over-
turning circulation, which has varied in strength in the past7 and
is predicted to weaken in response to human-induced global
warming in the future8.

It is a challenging task to isolate the climatic influence of the Gulf
Stream from energetic weather variability using conventional obser-
vations, which are spatially and temporally sporadic. Recently, high-
resolution satellite observations of surface winds made it possible to
map the influence of the Gulf Stream9,10 and other major sea surface
temperature (SST) fronts11–14 on the near-surface atmosphere. The
Gulf Stream affects the 10-m wind climatology as observed by the
QuikSCAT satellite15, with wind divergence and convergence on the
cold and warm flanks, respectively, of the Gulf Stream front9,10

(Fig. 1a). However, the mechanism by which the SST fronts influence
surface winds is still under much debate9,10

The identification of the mechanism responsible has been ham-
pered by the need to know parameters not available from satellite
observations, for which we turn to high-resolution atmospheric
operational analyses from the European Centre for Medium-Range
Weather Forecasts (ECMWF). The operational analysis successfully
captures the observed pattern of wind divergence (Fig. 1b). Interestingly,
the wind convergence closely resembles the pattern of the laplacian of
sea-level pressure (=2SLP) (Fig. 1c).This correspondence is consistent
with an immediate consequence of a marine atmospheric boundary
layer (MABL) model16 (see Methods Summary). Note that it is
virtually impossible to see the correspondence between the wind
convergence and SLP itself without taking the laplacian. The laplacian
operator acts as a high-pass filter, unveiling the SST frontal effect that
is masked by large-scale atmospheric circulations.

In contrast to the free atmosphere where wind velocities are
nearly non-divergent, substantial divergence occurs in the MABL
in the presence of strong friction and is proportional to the SLP
laplacian in the MABL model described in the Methods Summary.
Such a linear relation approximately holds in observations (Fig. 1f),
with a correlation coefficient as high as 0.70 for a region where wind
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Figure 1 | Annual climatology of surface parameters. a, b, 10-m wind
convergence (colour) in QuikSCAT satellite observations (a) and in the
ECMWF analysis (b). c, d, SLP laplacian (c) and sign-reversed SST laplacian
(d) in the ECMWF analysis. e, Surface geostrophic current speed. In a–e, SST
contours (2 uC interval and dashed contours for 10 uC and 20 uC) are shown.
f, Relationship between the SLP laplacian and wind convergence based on
monthly climatology in the red-dashed box in c; the regression line is shown
red. Error bars, 61 s.d. of wind convergence for each bin of SLP.
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convergence and divergence are strong (80u–40uW, 30u–48uN, red-
dashed box in Fig. 1c). Furthermore, consistent with the MABL
model16 where SST variations force pressure adjustments, the
pattern of laplacian SST with sign reversed (2=2SST) exhibits some
similarities to laplacian SLP and wind convergences (Fig. 1d). These
results indicate that MABL pressure adjustments to SST gradients
near the Gulf Stream are important for surface wind divergence.
Relatively high pressures on the colder flank and relatively low
pressures on the warmer flank induce cross-frontal components of
near-surface winds, leading to divergence and convergence (Supple-
mentary Fig. 1).

Previous studies suggested that warmer SSTs induce stronger ver-
tical momentum mixing, and the enhanced mixing is responsible for
mesoscale features in the surface wind convergence field9,10, consis-
tent with a numerical model experiment focusing on near-surface
adjustments17. Our observational result indicates the importance of
the overlooked pressure adjustment mechanism, consistent with
both a recent short (a few days) regional model experiment for the
Gulf Stream18 and a numerical study of tropical instability waves19.
Note that the observed surface wind convergence is roughly collo-
cated with the axis of the Gulf Stream (Fig. 1e, Supplementary Fig. 1).

Satellite observations further reveal that the Gulf Stream anchors a
narrow rain band roughly collocated with the surface wind conver-
gence (Fig. 2a). Although there was evidence that the Gulf Stream
affects precipitation20, our high-resolution analysis reveals that the
narrow rain band meanders with the Gulf Stream front and is con-
fined to its warmer flank with SSTs greater than 16 uC. This close co-
variation in space is strongly indicative of an active role of the Gulf
Stream. The precipitation pattern is well reproduced in the opera-
tional analysis (Supplementary Fig. 2), with a bias of excessive rain
rates compared to satellite observations.

The causality is further examined using an atmospheric general
circulation model (AGCM)4. It successfully captures the rain band
following the meandering Gulf Stream, although the rain rate near
the coast is somewhat too weak compared with satellite observations
(Fig. 2b). When the SST is smoothed (see Methods for details),
however, the narrow precipitation band disappears in the AGCM
(Fig. 2c). Compared to the smoothed SST run, rain-bearing low-
pressure systems tend to develop along the Gulf Stream front in
the control simulation (Supplementary Fig. 3). These results
indicate that the narrow precipitation band in the western North

Atlantic results from the forcing by the sharp SST front of the Gulf
Stream.

Similar to precipitation, surface evaporation also exhibits a
narrow banded structure on the offshore side of the SST front
(Supplementary Fig. 2). This evaporation band is consistent with a
short-term field observation21. The amount of evaporation is slightly
larger than that of precipitation, indicating that local evaporation
supplies much of the water vapour for precipitation. The local
enhancement of evaporation on the warmer flank of the Gulf
Stream is due to enhanced wind speed and the large disequilibrium
of air temperature from SST9,13.

As precipitation off the US east coast is often associated with deep
weather systems, the rainfall pattern described above suggests that the
Gulf Stream’s influence may penetrate to the free atmosphere.
Indeed, the upward motion across the Gulf Stream displays a deep
structure extending to the upper troposphere (Fig. 3a). The upward
motion is anchored by wind convergence in the MABL (Fig. 3a). The
latter peaks at the sea surface, and is strongly affected by SST (Fig. 1).
It is interesting to note that although surface convergence and diver-
gence are similar in magnitude (Fig. 1), the upward motion over
surface wind convergence is much stronger and deeper than the
downward motion over the wind divergence (Fig. 3a). This is sug-
gestive of the importance of condensational heating above the MABL
in developing the asymmetry between the upward and downward
motion.

The upward wind velocity is strongest just above the MABL between
the 850 and 700 hPa levels (Fig. 3a). The horizontal distribution at
these levels is quite similar to the distribution of the surface conver-
gence. The structure trapped by the Gulf Stream is clearly visible at
500 hPa and remains discernible at the 300 hPa level (Supplementary
Fig. 4). Remarkably, the divergence in the upper troposphere is also
dominated by a meandering band following the Gulf Stream front
(Fig. 3b)—such a pattern is required by mass conservation, with the
tropopause acting virtually as a lid for the mean circulation.

Next we examine the occurrence of high clouds, and infer cloud-
top temperature using three-hourly outgoing long-wave radiation
(OLR) derived from satellite observations. Lower OLR levels indicate
lower temperatures and higher altitudes of cloud tops. Figure 3c
shows the occurrence rate of OLR lower than 160 W m22, which
roughly corresponds to a cloud-top height of about 300 hPa. A nar-
row band of high occurrence hugs the SST front of the Gulf Stream in
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convergence and divergence are strong (80u–40uW, 30u–48uN, red-
dashed box in Fig. 1c). Furthermore, consistent with the MABL
model16 where SST variations force pressure adjustments, the
pattern of laplacian SST with sign reversed (2=2SST) exhibits some
similarities to laplacian SLP and wind convergences (Fig. 1d). These
results indicate that MABL pressure adjustments to SST gradients
near the Gulf Stream are important for surface wind divergence.
Relatively high pressures on the colder flank and relatively low
pressures on the warmer flank induce cross-frontal components of
near-surface winds, leading to divergence and convergence (Supple-
mentary Fig. 1).

Previous studies suggested that warmer SSTs induce stronger ver-
tical momentum mixing, and the enhanced mixing is responsible for
mesoscale features in the surface wind convergence field9,10, consis-
tent with a numerical model experiment focusing on near-surface
adjustments17. Our observational result indicates the importance of
the overlooked pressure adjustment mechanism, consistent with
both a recent short (a few days) regional model experiment for the
Gulf Stream18 and a numerical study of tropical instability waves19.
Note that the observed surface wind convergence is roughly collo-
cated with the axis of the Gulf Stream (Fig. 1e, Supplementary Fig. 1).

Satellite observations further reveal that the Gulf Stream anchors a
narrow rain band roughly collocated with the surface wind conver-
gence (Fig. 2a). Although there was evidence that the Gulf Stream
affects precipitation20, our high-resolution analysis reveals that the
narrow rain band meanders with the Gulf Stream front and is con-
fined to its warmer flank with SSTs greater than 16 uC. This close co-
variation in space is strongly indicative of an active role of the Gulf
Stream. The precipitation pattern is well reproduced in the opera-
tional analysis (Supplementary Fig. 2), with a bias of excessive rain
rates compared to satellite observations.

The causality is further examined using an atmospheric general
circulation model (AGCM)4. It successfully captures the rain band
following the meandering Gulf Stream, although the rain rate near
the coast is somewhat too weak compared with satellite observations
(Fig. 2b). When the SST is smoothed (see Methods for details),
however, the narrow precipitation band disappears in the AGCM
(Fig. 2c). Compared to the smoothed SST run, rain-bearing low-
pressure systems tend to develop along the Gulf Stream front in
the control simulation (Supplementary Fig. 3). These results
indicate that the narrow precipitation band in the western North

Atlantic results from the forcing by the sharp SST front of the Gulf
Stream.

Similar to precipitation, surface evaporation also exhibits a
narrow banded structure on the offshore side of the SST front
(Supplementary Fig. 2). This evaporation band is consistent with a
short-term field observation21. The amount of evaporation is slightly
larger than that of precipitation, indicating that local evaporation
supplies much of the water vapour for precipitation. The local
enhancement of evaporation on the warmer flank of the Gulf
Stream is due to enhanced wind speed and the large disequilibrium
of air temperature from SST9,13.

As precipitation off the US east coast is often associated with deep
weather systems, the rainfall pattern described above suggests that the
Gulf Stream’s influence may penetrate to the free atmosphere.
Indeed, the upward motion across the Gulf Stream displays a deep
structure extending to the upper troposphere (Fig. 3a). The upward
motion is anchored by wind convergence in the MABL (Fig. 3a). The
latter peaks at the sea surface, and is strongly affected by SST (Fig. 1).
It is interesting to note that although surface convergence and diver-
gence are similar in magnitude (Fig. 1), the upward motion over
surface wind convergence is much stronger and deeper than the
downward motion over the wind divergence (Fig. 3a). This is sug-
gestive of the importance of condensational heating above the MABL
in developing the asymmetry between the upward and downward
motion.

The upward wind velocity is strongest just above the MABL between
the 850 and 700 hPa levels (Fig. 3a). The horizontal distribution at
these levels is quite similar to the distribution of the surface conver-
gence. The structure trapped by the Gulf Stream is clearly visible at
500 hPa and remains discernible at the 300 hPa level (Supplementary
Fig. 4). Remarkably, the divergence in the upper troposphere is also
dominated by a meandering band following the Gulf Stream front
(Fig. 3b)—such a pattern is required by mass conservation, with the
tropopause acting virtually as a lid for the mean circulation.

Next we examine the occurrence of high clouds, and infer cloud-
top temperature using three-hourly outgoing long-wave radiation
(OLR) derived from satellite observations. Lower OLR levels indicate
lower temperatures and higher altitudes of cloud tops. Figure 3c
shows the occurrence rate of OLR lower than 160 W m22, which
roughly corresponds to a cloud-top height of about 300 hPa. A nar-
row band of high occurrence hugs the SST front of the Gulf Stream in

a Observed rain rate, satellite b Rain rate, AGCM c Rain rate, AGCM, smoothed
50° N

45° N

40° N

35° N

30° N

25° N

50° N

45° N

40° N

35° N

1 1.5 2 2.5 3 3.5

mm d–1
4 4.5 5 5.5 6

30° N

25° N

50° N

45° N

40° N

35° N

30° N

25° N
80° W 70° W 60° W 50° W 40° W 80° W 70° W 60° W 50° W 40° W 80° W 70° W 60° W 50° W 40° W

Figure 2 | Annual climatology of rain rate.
a, Observed by satellites. b, c, In the AGCM with
observed (b) and smoothed (c) SSTs. Contours
are for SST, as in Fig. 1.
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Figure 3 | Annual climatology of parameters
connecting MABL and free atmosphere.
a, Vertical wind velocity (upward positive; colour),
boundary layer height (black curve) and wind
convergence (contours for 61, 2, 3 3 1026 s21)
averaged in the along-front direction in the green
box in b, based on the ECMWF analysis. b, Upper-
tropospheric wind divergence averaged between
200 and 500 hPa (colour). c, Occurrence frequency
of daytime satellite-derived OLR levels lower than
160 W m22 (colour). Contours in b and c are for
SST, as in Fig. 1.
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▽·u Satellites ▽2P: ERA-Interim rain rate upward wind

Over the Gulf Stream



Large thermal contrasts exist in ice margins, ponds, polynyas, and 
leads.

Mesoscale SLP variation is a primary factor the wind stress 
(Guest et al. 1995).

The temperature (SLP) front moves with the ice edges
➔ ice-edge intensified divergence and curl

The enhanced baroclinicity promotes the cyclogenesis. 

Affects the up(down)-welling, ice drift, and ecosystem dynamics.

Pressure adjustment mechanism in the Arctic



Side-by-side comparison of the two mechanisms

SST-wind 
mechanisms vertical mixing pressure adjustment

key process 1D turbulent momentum 
transport

Pressure gradient and 
ageostrophic flows

phase 
relationship

   in-phase  90° out-of-phase

time-scale faster (<synoptic) slower (>synoptic)

height-scale shallower (below PBL) deeper (beyond PBL)

▽•u ∝▽dT ▽•u ∝▽2P"∝▽2T

horizontal-scale 
(Arctic)

broader
(the whole Arctic basin) 

narrower
(the ice margins) 



Why study surface wind over sea ice?

• Sparse observations of wind and stress over sea ice

• Limited understanding of dynamics of surface wind

• Rich small-scale features not captured in climate models

←ug, vg from buoy-measured SLP
u10=0.8(ugcos30° − vgsin30°)
v10=0.8(ugcos30° + vgsin30°)

• An approach assuming a steady relationship, which is 
sensitive to ABL stability and ice condition

• How do W10 and Wg respond to sea ice condition?

• Ocean-ice modelers often use SLP-based Wg as surface forcing



Polar WRF simulation

• Polar WRF: Hines and Bromwich (2008)
• A community weather model optimized for polar regions
• Modified land and surface-layer model to improve surface 

energy balance over sea ice

• Arctic surface conditions as input to the model:
Ice concentration, thickness, roughness, drift, snow depth

• Dynamically downscale with various sea ice conditions
• to study the dynamics of surface winds
• to provide the long-term high-quality surface wind fields



The most extensively and continuously observed climate variable.
Derived from the passive microwave radiometers with various retrieval algorithms 

•Estimates affected by 
atmospheric and 
surface properties 
(e.g., absorption, 
emission, and wind 
roughness)

Satellite SIC estimates

1) NT: NASA-TEAM
2) BT: NASA Bootstrap 
3) EU: Eumetsat hybrid

NT

BT EU

The greatest 
difference is

bet’n NT and BT.

UCAR Climate Data Guide



Polar WRF simulation

Other surface conditions

Thickness: Uniform 3m: an invalid assumption in the MIZ

Roughness: Uniform 10-3: O(1) larger than the observed from SHEBA

Drift: Not considered, but can influence the air-ice stress

Snow: Uniform 20 cm, but can be up to 1m from SHEBA

SHEBA

R/V 
Mirai

SI
C

 [
%

]

• Experiments: 25 km, 48-hr forecasts
• Two 1-yr (Nov-Oct) runs 

• 1997-1998 : SHEBA
• 2008-2009 : R/V Mirai
• Each period forced with NT, BT, EU

Look for local atmospheric response to different SICs



Goal of this study

1. Skill and sensitivity of the model

2. Thermodynamic response of the ABL stability NT-BT
3. Responses in W10 and SLP-based Wg NT-BT



 1.  Skill and sensitivity of the model



Surface Heat Budget of the Arctic Ocean (SHEBA):
Surface energy budget experiment

over the Beaufort Gyre multi-year thick ice

Mean SIC Sep 1998

Oct 1997- Oct 1998

HdTs/dt = (1 – α) SWd - Tr + ɛ [L(↓) – σ Ts4] 
                + LH + SH + CH 

Surface energy balance

http://en.wikipedia.org/wiki/Surface_Heat_Budget_of_the_Arctic_Ocean
http://en.wikipedia.org/wiki/Surface_Heat_Budget_of_the_Arctic_Ocean


Skill of the Polar WRF
Ensemble mean compared to the ERA-Interim (lateral boundary condition)

T2

PSFC

W10

hP
a

℃
m

s-1



• SIC: BT >EU >NT 

• 30-40% difference 

• SIC difference reflected in the 
ABL thermodynamic fields

Large sensitivity of ABL and surface heat balance
to the choice of SIC datasets

SIC [%]

T2 [℃]

September 1998

Q2 [g/kg]

TSK-T2 [℃]

Mean SIC Sep 1998

SHEBA
NT
BT
EU



Covered 100% with thin ice 
(Dr. Jun Inoue, JAMSTEC, Per. comm.)

R/V Mirai meteorological 
observations in the MIZ 
(September 19-27, 2009)

September 22, 2009



bias on 
9/22

NT BT EU model-
mean

T2 -0.2 -3.4 -1.3 -1.6

Low skill in the MIZ
due to an inaccurate specification of ice thickness

• Low bias in T2 and Q2 due 
to thick (3m) ice.

SIC Albedo

Q2T2

Mirai
NT
BT
EU

September 19-27, 2009



2.  Thermodynamic response of the ABL stability 
NT-BT



ABL response to SICNT NT-BT

East Siberian 
Sea Mean Difference

T2 -5°C +5°C

PBLH 450 m 100 m

 SIC is a decisive factor for 
hindcast skill.

 SIC difference and ABL 
sensitivity on a comparable 

spatial-scale

SST′ ➜ ABL stability

September 2009



Arctic-basin averaged vertical profiles difference (NT-BT)

NT PBLH
BT PBLH

NT-BT

• Less SIC ➔ Higher PBL

• Basin-wide increase in air temperature below PBL.

58-m 

➜



• Increased cloud water path near the top of PBL.

Arctic-basin averaged vertical profiles difference (NT-BT)

NT PBLH
BT PBLH

NT-BT

• Less SIC ➔ Higher PBL

• Basin-wide increase in air temperature below PBL.

58-m 

➜
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FIG. 9. (top) Longitude–height section of zonal wind velocity (vectors) and virtual potential temperature (K) (contours
and shading) during the IOP. (bottom) SST (8C). The numerals with the plot refer to the number of the sounding site
(see Fig. 1).

FIG. 10. (a) 5-min sea surface pressure (SLP in hPa) measured by
the Shoyo-maru along 28N. (b) SLP 2 1015 (hPa) with the diurnal
and semidiurnal harmonics removed. (c) SST (8C).

cause f /e 5 0.24 ( f is the Coriolis parameter). The
equation for surface zonal velocity may be reduced to

1 dP
2eU 5 . (1)

r dx

Here, the momentum mixing with the free atmosphere
was neglected for simplicity, but the entrainment across
the inversion may be important in the climatological
balance of the mean boundary layer wind (Stevens et
al. 2002). For a sinusoidal SST wave of an amplitude

of 18C, the amplitude of the zonal wind response is U
; 12 m s21, far too large compared to observations.
Figure 10a shows the 5-min SLP measurements made

on board the Shoyo-maru, which are dominated by semi-
diurnal and diurnal tides with amplitudes of about 2
hPa. We apply the harmonic analysis and remove the
semidiurnal and diurnal harmonics. The resultant time
series has a typical amplitude of 1.0 hPa at low fre-
quencies (Fig. 10b). The tide-removed SLP, however,
does not seem correlated with local SSTs. For example,
no SLP increase is observed over any of the four SST
minima between 1408 and 1108W, indicating that the
SLP response to TIWs is much smaller than 0.4 hPa,
the hydrostatic pressure due to a 18C temperature change
within the PBL. The small SLP response is consistent
with previous inferences based on buoy and satellite
wind measurements (Hayes et al. 1989; Xie et al. 1998;
Chelton et al. 2001; Hashizume et al. 2001).

b. Vertical structure

Then what is responsible for the reduced SLP re-
sponse? Figure 11a shows the longitude–height section
of zonally high-pass filtered anomalies of virtual po-
tential temperature. In addition to anomalies below 1000
m that are roughly of the same signs as the local SST
anomalies, larger anomalies of the opposite signs are
found further above between 1000–1600 m, which were
not considered in our first attempt at SLP estimate. The
latter anomalies are associated with the vertical dis-
placement of the main PBL-capping inversion. Over
warm SSTs, air temperature below the inversion in-
creases via turbulent heat flux. At the same time, the
main inversion rises (star symbols), leading to a strong

• Stronger wind in the surface layer

Arctic-basin averaged vertical profiles difference (NT-BT)

NT-BT

NT PBLH
BT PBLH➜

58-m 

• Increased cloud water path near the top of PBL.

• Less SIC ➔ Higher PBL

• Basin-wide increase in air temperature below PBL.

Hashizume et al. 2002

Profiles NT-BT



 3. Responses in W10 and SLP-based Wg
NT-BT



▽2T➜▽2P➜ ▽·u′

•  Reduced Wg 
• Along the ice margins

  ➜ Length-scale of Wg response 
shorter than that of W10.

Different response between W10 and Wg 
NT NT-BT

T′ → u′ or

• Increased W10 over reduced SIC 
• Poleward of the ice margins. 
➜ Reflect the broad scale of SIC 
difference

▽·u′=αD▽dTʹ ▽×u′=αC▽cTʹ



Coupling coefficients (Chelton et al., 2004)
to quantify the effect of vertical mixing on W10 and Wg

• No significant relationship
• Need a different mechanism

• A Significant negative relationship
• Vertical mixing mechanism works

Sep 2009Sep 1998

W10 Wg
NT-BT SIC [%] NT-BT SIC [%]



ρo ∇⋅
u( ) = − ∇2P( )ε ε 2 + f 2( )

Wg response ←︎ Pressure adjustment mechanism

w(z) = 1
ρo
( εz
ε 2 + f 2

)∇2P

PBL Height in NT

��u is proportional to
�2P (via��2T).

NT-BTNT

 A “deep” atmospheric response 
as seen from the Gulf Stream



Summary
• Mesoscale surface temperature variations cause coherent 

perturbations in the atmosphere

– A ubiquitous feature observed throughout the World Oceans 

– Valid in the Arctic Ocean: sea ice acting like an SST front

ρo ∇⋅
u( ) = − ∇2P( )ε ε 2 + f 2( )

• Pressure adjustment
• Perturbation SLP gradient: the conv/div ageostrophic flows
• Relates to the vertical motion in the atmosphere
•▽2 highlighting small-scale change in surface temperature

• Vertical mixing
• 1-D turbulent momentum transport: high wind over warm SST
• Comparable spatial scale of between wind and SST (SIC)

▽·τ′=αD▽dTʹ ▽×τ′=αC▽cTʹSST′ → u′ →



Implications and future direction

 (1) In situ SLP-based Wg:
- underestimates the effect of basin-scale SIC changes (VM)

(2) W10 from coarse resolution reanalyses:
- underestimates wind variations across the ice margins (PA)

Both effects should be taken into account in the wind forcing

W10 and Wg reflect different spatial information of ice condition

Ongoing and future work 
• Consider thickness, roughness and drift in the energy budget
• Construct a regional arctic modeling system 
→ coupling MITgcm to Polar WRF (in a pending proposal)
→ study air-ice-ocean coupling, local and large-scale climate



Thanks!

hseo@whoi.edu
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