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Abstract

As a component of the meridional overturning variability experiment in the tropical North Atlantic, a four-year-long

time series of meridional transport of North Atlantic deep water has been obtained from moored end point measurements

of density and bottom pressure. This study presents a quality assessment of the measurement elements. Rigorous pre- and

post- deployment in situ calibration of the density sensors and subsequent data processing establish an accuracy of

O(1.5 Sv) in internal transport in the 1200–5000 dbar range at subinertial time scales. A similar accuracy is reached in the

bottom pressure-derived external transport fluctuations. However, for pressure, variability with periods longer than a

deployment’s duration (presently about one year) is not measurable. This effect is demonstrated using numerical

simulations and a possible solution for detecting long-term external transport changes is presented.

r 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

To lowest order, mid-latitude, subinertial oceanic
motions are geostrophic, which admits a simple
relationship between pressure and the mass flux per
unit vertical distance (Pedlosky, 1987)

pðx1Þ � pðx0Þ ¼ f

Z
~k � ðr~v� d~rÞ, (1)
e front matter r 2006 Elsevier Ltd. All rights reserved
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where x0 and x1 are two points in the horizontal
plane such that pðx1Þ4pðx0Þ, k

*
is the unit upward

vector, r is the density of seawater, d r
*
is parallel to

an arbitrary curve running from x0 to x1, and f is the
Coriolis parameter. From (1), pressure is an integral
measure of the horizontal water velocity v

*
h. It is

this spatial low pass filtering which enables mapping
of oceanic flows using hydrographic (temperature
and salinity versus depth) data. Further, bottom
pressure measurements (but not pressure in the
upper ocean) discriminate depth-independent (bar-
otropic) from baroclinic motions even in regions
with energetic baroclinic variability, accounting for
the typically large horizontal coherence scale of the
.
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Table 1

Schedule of cruise carried out within the framework of MOVE

Date Cruise Task

February 2000 R/V Knorr 161 MOVE/GAGE deployment

January 2001 F/S Sonne 153 Recover/redeploy MOVE

February 2002 L’Atalante Recover/redeploy MOVE

June 2003 F/S Sonne 172 Recover/redeploy MOVE

February 2004 F/S Meteor 60-4 Recover/redeploy MOVE
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bottom pressure field in the open ocean (Luther and
Chave, 1993).

In applying the geostrophic relation (1), there is
no requirement to resolve the complicated horizon-
tal structure of the velocity field to recover the net
flow across a plane defined by the endpoints x0 and
x1. This remains true even in the absence of strong
correlation between pressure measurements, and
hence offers an advantage over classic direct (e.g.,
current meter) observations, especially in climate
monitoring applications where transport through
up to basin-scale sections is of interest (Kanzow,
2000; Send et al., 2002; Hirschi et al., 2003; Johns
et al., 2005). The pressure difference in (1) only gives
the horizontally integrated velocity at the level
where the measurements are carried out. To obtain
a vertically integrated transport, information about
the vertical structure of the horizontal velocity is
required.

Because absolute horizontal pressure gradients
cannot be accurately measured, it is standard
procedure to determine the horizontal internal
(depth varying) geostrophic flow field relative to
the external (depth-invariant) velocity at some
depth level through profiles of density measure-
ments during hydrographic surveys. Such measure-
ments lack the external velocity at the reference level
and have an inherently low temporal sampling rate,
as data collection is ship time intensive and hence
hydrographic sections are only repeated at infre-
quent and often irregular intervals. This limitation
has led to the use of moored measurements of the
time-varying temperature and salinity fields, from
which the internal velocity can be derived. In
combination with co-located bottom pressure mea-
surements, this enables the fluctuating velocity field
and transport across a section defined by pairs of
mooring endpoints to be obtained.

An early application of this technique was
presented by Whitworth (1983), who used pressure
and hydrographic data from the Drake Passage to
infer transports. In another study, time series of
geostrophic transport were compared with simulta-
neous current meter measurements in a closely
spaced array across the deep western boundary
current in the subtropical North Atlantic (Johns et
al., 2005). The results demonstrate that the different
measurements are in good agreement on time scales
longer than 10 days. The present study is based on
the meridional overturning variability experiment
(MOVE) in the tropical Northwest Atlantic Ocean
which is an on-going multiyear moored geostrophic
experiment based on this methodology. In contrast
to the study of Johns et al. (2005), where time-
varying vertical density profiles were determined
from temperature data, but salinity was derived via
an empirical T–S relationship, in situ temperature
and salinity variations were simultaneously mea-
sured during MOVE, which enables inference of in
situ density fluctuations with higher accuracy. In
operation since February 2000, the MOVE array
has been serviced at approximately annual intervals
(see Table 1). After four years of operation, the
aggregate time series and calibration data acquired
during service cruises offer a unique basis for
analysis of the long-term performance of the
method and evaluation of its applicability to long-
term monitoring studies. Time series of internal
transports have also been inferred from bottom
mounted inverted echo sounder (IES) observations
(e.g. Meinen and Watts, 1998, 2000; Watts et al.,
2001; Book et al., 2002).

While beyond the scope of this paper, MOVE can
be regarded as a pilot project to observe fluctuations
of zonally integrated meridional mass transport of
North Atlantic deep water (NADW), which is
generally considered to be the deep southward
branch of the Atlantic meridional overturning
circulation. Because deep currents typically lack a
remote sensing (e.g., satellite altimetry) signature,
their long-term study requires the development of a
reliable, cost-effective in situ monitoring methodol-
ogy.

2. Experiment location and instrumentation

The MOVE experiment located at 161N in the
western basin of the Atlantic Ocean is designed to
monitor fluctuations of the deep meridional flow on
a range of time scales by means of horizontally-
integrating endpoint moorings to give the internal
and external velocity field and mass transport. The
MOVE location was selected to fulfill several
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Fig. 1. Left panel: The MOVE array (M1–M4) located in the tropical Northwest Atlantic at 161N is bounded by the Lesser Antilles Arc

(Guadeloupe) to the west and the Mid-Atlantic Ridge (Researcher Rise) to the east. Right panel: MOVE consists of three geostrophic

moorings (M1–M3) equipped with density sensors (MicroCAT and MTD) and current meters (RCM) in the vertical as well as combined

bottom pressure recorders/inverted echo sounders (PIES). A current meter only mooring (M4) is located on the western continental rise.

The main target of MOVE is transport fluctuations in the NADW layer (gray shading).
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geometric requirements. To the west, a steep
continental slope was desired such that only a small
fraction of the southward DWBC could pass
through the section inshore of the geostrophic array
M3–M1 (Fig. 1). This minimizes the required
number of current meter moorings on the con-
tinental slope. To make the geostrophic monitoring
methodology feasible, topography between M1 and
M3 needed to be as simple as possible, and at a
minimum never rise above the levels of the end
point depths (i.e., �5000m). Further, to reduce
transport errors from the geostrophic approxima-
tion, the array had to be deployed away from the
equator and have a limited meridional extent to
avoid ambiguity from the latitude dependence of f.
Finally, the zonal extent of the array was required
to cover the entire western basin of the Atlantic to
capture possible deep interior recirculations, as
observed by Lee et al. (1996), Chave et al. (1997),
and Lux et al. (2001). The quasi-zonal section at
approximately 161N (Fig. 1, left) meets these
requirements in an optimal manner. To the west,
the array is bounded by the Lesser Antilles arc and
to the east by the Researcher Rise (a westward
extension of the Mid-Atlantic ridge).

Additional dynamic conditions had to be met for
MOVE. As inference of transport fluctuations on
interannual time scales is the main goal of MOVE,
seasonal and higher frequency variability was
required to be small. Model simulations suggest an
increase in seasonal transport variability toward the
subtropics. Further, although there are few convin-
cing observational data showing significant south-
ward flow in the ocean’s interior at higher latitudes,
some numerical model simulations indicate that the
deep southward flow in the North Atlantic only
becomes confined near the western boundary some-
where in the subtropics (Stammer et al., 2000).
North of that latitude, a non-negligible fraction of
the southward flow is found in the eastern basin.
Accordingly, a more northward location of the
experiment would require additional measurements
in the eastern basin, involving significant additional
resources.

The MOVE array consists of three tall geos-
trophic moorings (M3, M2, M1; see Fig. 1, right)
originally covering the depth range from about
1200–5000m. Each mooring was instrumented with
15 MicroCAT temperature and conductivity recor-
ders. The vertical sampling interval is 200m at the
top, then increasing to about 330m at mid depth
and then gradually decreasing to 200m toward the
bottom. Based on simulations using historical CTD
data (Kanzow, 2000), this optimized arrangement
has proven to yield smaller vertical sampling errors
than would ensue from a uniform sensor spacing
(Section 3 for details). From the third deployment
period (February 2002) on, instrumentation at M3
and M1 was extended up to the sea surface using an
additional 7 MicroCATs. In addition, up to 5
temperature and pressure loggers (MTP) were
attached to each mooring (with a uniform vertical
spacing) to give vertical mooring motion induced by
ocean currents. Together with a mooring design
program, MicroCAT conductivities (C) and tem-
peratures (T) can thus be assigned depths with an
accuracy of 73m, and the corresponding salinities
can be derived. These data allow the calculation of
time-dependent profiles of dynamic height
DFðP; tÞ ¼

R P

Pref
dðP; tÞ dP as defined by the pressure
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integral of the specific volume anomaly d. Finally
the internal geostrophic velocity (horizontally in-
tegrated between pairs of sites) may be derived as
follows:

vintðP; tÞ ¼
1

fL

Z P

Pref

½dðP; tÞA � dðP; tÞB� dP; (2)

where t denotes time, f is the Coriolis parameter, L

is the horizontal mooring separation, and Pref

represents a reference pressure.
At the base of each of the geostrophic moorings

M1–M3, a bottom pressure sensor combined with
an inverted echo sounder (PIES) was deployed.
Beginning in 2001, additional Bourdon tube bottom
pressure recorders were also deployed at M1 and
M3. In this study, the PIES traveltime data will not
be further considered. Theoretically, absolute geos-
trophic velocity can be calculated directly from
pressure differences on an equigeopotential surface.
Because neither those surfaces nor absolute pressure
can be measured with sufficient accuracy, only
relative (to the time-mean value, which is unknown)
near-bottom (hereafter referred to as external)
velocity fluctuations v0ext can be obtained from the
bottom pressure fluctuations Pbot. Simplifying (1)
gives the standard relationship

v0ext ¼
1

rfL
½P
0A
bot � P

0B
bot�. (3)

The non-fluctuating part of the external velocity
is ignored in this study.

Depth-dependent, horizontally-integrated geos-
trophic (internal plus external) velocity relative to
a reference value may be obtained by adding the
contributions from (2) and (3). In theory, a
minimum requirement to determine the offset is a
measurement of the horizontally-averaged velocity
at one depth level at some point in time. If possible,
the reference velocity measurement should be a
vertical or a time average to minimize errors (Johns
et al., 2005). Due to the difficulty in precisely
relocating bottom pressure recorders between suc-
cessive deployments, the offset will be different for
each deployment period shown in Table 1.

The flow that passes the geostrophic array
M3–M1 over the continental slope inshore of M3
has to be determined by direct current meter
measurements at M3 and M4, which are located
at the base and in the middle of the continental
slope, respectively (Fig. 1). From the third deploy-
ment period onwards, an additional current meter
mooring (M5) was deployed further to the west. The
moorings M3, M2 and M1 were equipped with
current meters at 6 depth levels (1600, 2300, 3000,
3600, 4100, 4600 and 4950m). Mooring M4 (located
at 3000m water depth) covered 4 depth levels (800,
1450, 2250 and 2950m) and M5 (located at 1600m
water depth) had two instruments (at 800 and
1450m).

Data from five different types of moored sensors
were acquired: MicroCAT, MTP, Aanderaa current
meter, PIES and bottom pressure sensors based on
Bourdon tubes. The MicroCATs, manufactured by
Sea-Bird Electronics, carry an aged thermistor for
temperature observations. Seawater conductivity is
acquired by conductance measurements with an
electrode cell. Some of the instruments are also
equipped with pressure sensors from Druck Inc.,
which are based on piezoresistive silicon technology.
The data return from the recovered MicroCATs has
proven to be better than 95%.

The pressure sensor in the MTP is built by Keller
AG and also makes use of piezoresistive technology.
Its specified accuracy of 0.1% is comparable to that
of the Druck sensors in the MicroCATs. The data
return of the MTP has been better than 80%. The
PIES, which are manufactured by Watts (URI), use
a high precision Paroscientific pressure sensor based
on dual beam quartz resonator technology. Par-
oscientific specifies the accuracy and resolution of
its sensors as 0.01% and 0.0001% of full scale,
respectively. The data return of the PIES is about
90%. Bourdon tube sensors with electro-optical
feedback (Filloux, 1980) were also deployed. These
devices have a sensitivity of 0.2mm of water head
and a very low noise level, but do not measure
absolute pressure. They are equally reliable.

Initially, the majority of the Aanderaa current
meters consisted of the well-known RCM8 type.
These instruments still use the traditional rotor and
vane that stalls at low current speeds and does not
give the vector-averaged direction. Over time, these
are being replaced with acoustic RCM9/11 instru-
ments that do not have this limitation. The current
meter data return is over 90%.

3. Calibration of temperature, conductivity and

pressure

Prior to the first deployment in February 2000,
the mooring design (i.e. the number of instruments
and their locations) was simulated and optimized
based on historical CTD data (Kanzow, 2000). The
results showed that internal transport accuracy
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Fig. 2. Time series of conductivity during a bottle stop from the CTD probe (gray) and 12 MicroCATs (black).
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from dynamic height of about 1.5 Sv (1 Sv ¼
106 m s�1) in the depth range of 1200–5000m can
be achieved with about 15 MicroCATs if those
deliver accuracies of 0.002 1C and 0.003mS/
cm� 0.003 psu, and if instantaneous depths are
known to within 75m. The error estimate incor-
porates uncertainties from sensor measurements as
well as from vertical interpolation between the
sampling points. This requires a continuous calibra-
tion program to meet the target baseline. The
moored MicroCAT temperature (T) and conductiv-
ity (C) sensors, as well as the MTP pressure (P)
sensors, were carefully calibrated in situ against a
Seabird CTD probe before and after each deploy-
ment period (five times to date; see Table 1), and a
linear drift correction was applied between these
times. Laboratory calibration of the sensors is not
feasible since all instrumentation is immediately
redeployed on each cruise.

The reference CTD temperatures, conductivities
and pressures were calibrated to the WOCE
standard (Saunders et al., 1991) of 70.002 1C,
70.002mS/cm and 0.02%, respectively. The goal
of the MicroCAT calibration was to reduce the
uncertainties in T and C to below 0.002 1C and
0.002mS/cm relative to the CTD. This can only be
achieved when the MicroCAT sensors exhibit a drift
during a given deployment of no more than 0.01 1C
or 0.01mS/cm. Otherwise, the assumption of a
predominantly linear drift during the deployment
may not be a reasonable approximation.

In situ calibration was accomplished by attaching
up to 14 MicroCATs at a time to the CTD rosette
frame set to sample at their maximum rate (10 s)
and then carrying out a cast. Best results were
obtained when comparing MicroCATs against the
CTD in the deep ocean below 2000m. The surface
mixed layer does not provide a stable enough
environment to give the required accuracy, and
the strong vertical temperature and conductivity
gradients in the thermocline add strong depth-
dependent offsets to the comparison.

Due to the equilibration time of the MicroCAT
sensor (especially the conductivity cell) and the
relatively low sample rate, accurate calibrations can
only be obtained during bottle stops. Upon arriving
at the depth of a particular bottle stop (minute 0),
the CTD equilibrates almost immediately (Fig. 2).
The large majority of the MicroCATs which were
purchased prior to January 2000 (with the notable
exception of one unit) display coherent fluctuations
up to 4min, which may be related to the internal
electronics. Later versions of the instrument tend to
adapt much more quickly, as can be seen from the
smoother thin line in Fig. 2. While the CTD displays
a conductivity change of o0:004mS=cm during the
first 4min, the MicroCAT drift is typically
40:04mS=cm. Accordingly, comparisons between
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the CTD and MicroCATs were made more than
4min after the start of a bottle stop (which should
typically last about 8min). For accurate calibration,
conductivities from MicroCATs that do not have
pressure sensors need to be depth corrected, as the
conductivity cell geometry changes with applied
pressure (SeaBird-Electronics, 2002). The equilibra-
tion time of several minutes is only relevant during
the in situ calibration, and does not pertain during
mooring operation where property variations dis-
play much smaller amplitudes and longer time
scales.

This procedure yields a depth-independent offset
between individual MicroCAT T and C measure-
ments and the CTD probe. In Fig. 3, the individual
offsets are shown for the five in situ calibrations that
have been carried out to date. The MicroCAT
temperature sensors have been very stable over 4
years and no temperature sensor has shown a mean
deviation from the CTD reference of more than
DT ¼ 0:01 1C. It is also obvious that almost all of
the MicroCATs give a systematically higher tem-
perature than the CTD instrument, with a mean
offset between 0.002 and 0.004 1C (see top right
panel of Fig. 3). There is no indication that the
temperature calibration has changed significantly
over 4 years, as the individual cruise standard
deviation of DT remains constant in time. Thus,
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Fig. 3. In situ calibration: the MicroCAT minus CTD differences for te

all individual MicroCAT instruments as obtained during the five servic

minus CTD and the standard deviation for temperature (top right pan
sensor stability over a given deployment of under
0.01 1C is readily achieved, yielding the desired
temperature accuracy of 0.002 1C.

The deviation of conductivity of individual
MicroCATs is generally less than DC ¼ 0:01mS=
cm. The few instruments that were proven to be
unreliable were replaced. However, the conductivity
measurements are extremely stable in time and a
linear drift through each deployment period is a
valid approximation. Accordingly, the individual
conductivity cells display the temporal stability
required to reach accuracies of 0.002mS/cm after
correction. The deployment mean DC increases
slowly in time (from 0.002 to 0.004mS/cm). The
standard deviation of DC, which is a measure
of stability, grows from 0.003 to 0.009mS/cm over
4 years.

Overall, the MicroCATs exhibit outstanding
long-term stability in temperature and conductivity,
and better performance than specified by the
manufacturer has been achieved. Individual small
deviations can be removed such that the remaining
error caused by linear drift correction is typically
about 0.001 1C and 0.002mS/cm relative to the
CTD reference. The additional small offset from the
CTD is not a problem because the calculation of
geostrophic currents involves density differences,
and the small offsets cancel out almost entirely.
Jan 00 Jan 01 Feb 02 Jun 03 Feb 04

−0.02

0

0.02

T
em

p
er

at
u

re
 [

C
]

Jan 00 Jan 01 Feb 02 Jun 03 Feb 04

−0.02

0

0.02

C
o

n
d

u
ct

iv
it

y 
[m

S
/c

m
]

mperature (top left panel) and conductivity (lower left panel) for

e cruises. Also shown is the cruise mean deviation for MicroCAT

el) and conductivity (lower right panel).



ARTICLE IN PRESS

Fig. 4. In situ calibration: deviation of individual MTD pressures from the Sea-Bird CTD as obtained during calibration casts aboard F/S

Meteor in February 2004.
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The MTP pressures also have to be calibrated
against the CTD to ensure exact, time-dependent
depth assignment for the MicroCATs during each
deployment. The pressure difference DP displays a
depth dependence which has a similar shape for
most instruments (Fig. 4). From the surface down-
ward, DP first decreases and then increases below
roughly 1000m, so that at very large depths it turns
back toward values lower than at the sea surface. It
is important to correct every MTP sensor at the
pressure where it will be operating. As pre-and post-
deployment calibrations have been carried out,
again a linear drift correction has been applied.
The long-term stability of the MTP pressure
calibration can be seen in Fig. 5. With the year-to-
year differences in DP of individual instruments
being generally o5 dbar, the linear drift correction
should be able to provide MTP pressure time series
with residual errors of about 1 dbar relative to the
CTD standard. When calculating geostrophic velo-
cities according to (3), CTD-induced pressure off-
sets cancel out.

4. Moored hydrographic data processing

To obtain internal velocity using (2), time series
SðP; tÞ and TðP; tÞ at mooring sites M3, M2 and M1
have to be generated, from which dðP; tÞ may be
computed. To ensure high accuracy, careful depth
assignment of the MTPs and MicroCATs is
essential. When converting C to S, an inaccuracy
in sensor depth of 20m would result in an error in S

of 0.01 psu. This precludes inference of sensor depth
from water depth and mooring wire measurements.

Instead, the minimum (i.e., shallowest, corre-
sponding to times of weakest flow velocity) values of
each of the typically 5 MTP pressure time series at a
given mooring are extracted. During such intervals,
results from a static mooring simulation program
(Berteaux, 1976) suggest that the mooring is
oriented vertically. The pressures are converted to
depths via the hydrostatic relation and compared
with the nominal depths of the MTPs from the
mooring construction plan, taking into account the
vertical wire stretch due to tension (Helmbrecht,
2001). Note that the needed accuracy cannot be
reached with nylon or other compliant mooring line
material. Since errors in water depth typically
dominate, a depth-independent offset between the
nominal and the observed MTP depths is typical. By
applying an offset correction, a match between the
observed and the nominal depth with an accuracy of
better than 3 dbar for an individual MTP can be
achieved. Each MTP is co-located with a Micro-
CAT, hence at those points the T–C depth is known
to better than 3 dbar. The depth of the other
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MicroCATs can be inferred from the mooring
design. The value of 3 dbar coming from the
mismatch between the nominal and observed
pressures is a realistic estimate for the residual
depth assignment error.

After the static depth assignment, a correction for
vertical mooring motion caused by ocean currents is
carried out on a 2-hourly basis to resolve tidal
periods. This can be very important when tidal flows
amplify an already strong current event (see Fig. 6).
In practice the MTP pressures are linearly inter-
polated onto the MicroCATs, so that for each
instrument a pressure time series is obtained.
Helmbrecht (2001) has shown that during strong
current events, as displayed in Fig. 6, when the
western boundary mooring M3 gets subducted by
several hundred meters, simple linear vertical
interpolation between the pressure sensors might
yield errors of several tens of meters in the
MicroCAT depths. During these events we combine
the measured MTP pressures with the modeled
mooring curvature (from the mooring simulation
program forced by the measured velocities) for
vertical interpolation of the MicroCAT positions
between the MTP sampling points, which helps to
reduce the uncertainty drastically. As an extreme
test, Helmbrecht (2001) used only the shallowest
and deepest MTP (located at 1200 and 4900m,
respectively) on mooring M3 during a very strong
current event when it blew over by 750m. The
resulting deviations between predicted and mea-
sured depths of a third MTP (nominally at 3500m)
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did not exceed 11m at any time. Since in practice at
least four MTP are available per mooring, even in
extreme events MicroCAT depths can be inferred
with a few meters of accuracy.

Finally, S can be computed from T , C, and P

using standard methods. The final T and S time
series are then 48-hour low-pass filtered (using a five
pole Butterworth filter) and linearly interpolated
onto a regular pressure and time grid with a
resolution of 20 dbar and 12 h, respectively. The
local T–S relationship within the NADW is
generally stable enough for consistency checks in
time (Johns et al., 2005). Comparing the moored T

and S series to shipboard CTD data acquired in the
vicinity of the moorings is a reliable way to perform
a final quality check on the calibration and
processing techniques. The example in Fig. 7 shows
good agreement between the mooring and CTD
data. A closer look reveals that in the temperature
range above 3.5 1C, where the y–S diagram displays
strong curvature, the mooring curves cut across the
CTD curves, which is a result of linear interpolation
between the mooring sampling points. In simula-
tions where the coarse MOVE vertical sampling
configuration had been applied to high resolution
CTD profiles, an r.m.s. error from the vertical linear
interpolation of 0.0058m2 s�2 in geopotential anom-
aly for the NADW range was found, which is about
50% larger than would be obtained using cubic
splines for vertical interpolation of (Kanzow, 2000).
However, when computing internal transports from
mooring pairs, the resulting errors do not display
significant interpolation technique-dependent differ-
ences since the biases caused by linear interpolation
at both sites cancel out almost completely (Kanzow,
2000; Johns et al., 2005).

The final processed four-year time series of
anomalies of T in Fig. 8 indicate that the patterns
of variability clearly differ from site-to-site, with
fluctuations being strongest at the western boundary
(M3) and weakest at the easternmost site (M1). As
will be discussed later, internal transport integrated
across the whole section (M3–M1) is thus less
contaminated by baroclinic Rossby waves and
eddies than transport integrated across the west
section (M3–M2). To demonstrate the consistency
of the calibrations from one deployment to another,
time series of geopotential anomaly (or dynamic
height) from mooring M1 are displayed in Fig. 9.
The course of the curve across the data gaps during
service intervals (marked by dashed lines) displays
no significant jumps.
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Fig. 8. Temperature anomalies from moorings M1 (east), M2 (center) and M3 (west) from January 2000 until February 2004. Gaps in

January 2001, February 2002 and June 2003 are due to mooring service. Missing data in the upper NADW range from November 2001 to

February 2002 are caused by mooring breakage. Superimposed are the density levels s1:5 ¼ 34:42, 34.70, 34.755 and s4 ¼ 45:83 and 45.90.
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Fig. 9. Geopotential anomaly at 1200 dbar (relative to 4950 dbar) from mooring M1 between February 2000 and February 2004. The

short data gaps resulting from mooring recovery and redeployment are marked by the gray dashed lines.
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5. Bottom pressure

Both types of bottom pressure data were despiked
and subsequently 48 h low-pass filtered (see Fig. 10,
top) to suppress diurnal and semidiurnal tides. Each
segment of the pressure time series exhibit mono-
tonic long-term drift whose rate is generally largest
at the beginning of the record. The Paroscientific
sensors used in the PIES were detrended using the
empirical exponential-linear relationship of Watts
and Kontoyiannis (1990) PPIES

drift ðtÞ ¼ Að1� eBtÞ þ

CtþD where t is time since recording began and
A, B, C and D are free parameters estimated by least
squares. For the Bourdon tube sensors, the long-
term drift is explained by Mott creep (Filloux, 1980)
which follows a power law PBourd

drift ðtÞ ¼ Âþ

B̂ðtþ ĈÞD, where Â, B̂, Ĉ and D̂ represent the free
parameters. The typical annual pressure drift rates
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Fig. 10. Top: Bottom pressure fluctuations (mean subtracted and 48 h low-pass filtered) from sites M1, M2 and M3. Apart from the

second time series at M3 , which comes from a Bourdon tube sensor (note the condensed scale), all of the other records were obtained from

the PIES. For each time series, a least squares fit is displayed (see text for details). To enable easily distinction, arbitrary offsets have been

added. Bottom: The same time series with trends subtracted in the time interval from day 800–1000. Note the extremely high correlation

between M1, M2 and M3.
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of the PIES are O(0.1) dbar (with the clear exception
of the last time series at site M1) The Bourdon tube
sensor drift (second time series at site M3) is about
one order of magnitude larger (note the condensed
scale in Fig. 10, top). After estimating and
subtracting the drift, pressure time series at M3,
M2 and M1 become almost indistinguishable from
each other (Fig. 10, bottom). With a distance of
1000 km between M3 and M1, this implies large
horizontal correlation scales of bottom pressure in
the tropical North Atlantic, as has previously been
described (e.g., Brown et al., 1975; Hughes and
Smithson, 1996). The large coherence indicates that
bottom pressure fluctuations at a sub-centimeter of
water head scale can be accurately measured. Watts
and Kontoyiannis (1990) claim that the stability
over a few days and the resolution are better than
0.1 cm water head, which translates into a cross
array transport discrepancy of less than 1 Sv.

However, neither empirical nor physics-based de-
drifting can distinguish between sensor drift and a
true long-period ocean signal. Due to the large
amplitude of the drift at the beginning of the
deployment, the fit applied is susceptible to short
period ocean signals at the beginning of the time
series. Further, it is be susceptible to ocean signals
with periods on the order of the length of the time
series itself.

A persistent problem is that larger uncertainty in
the drift estimates at the beginning and end of each
deployment segment makes it impossible to reliably
concatenate them. The end-point matching techni-
que of Whitworth and Peterson (1985), in which
data segments from successive deployments are
joined by matching low frequency components of
the time series, will be especially susceptible to such
error. Instead, successive data segments are simply
strung together after their individual drifts are
removed to obtain a quasi-continuous multi-annual
pressure time series, as was also done by Meredith et
al. (1996). However, this technique is bound to
reduce any real interannual variability. Simulations
in Appendix suggest that the use of a modified
bottom pressure sensor deployment scheme may
overcome this problem.

In Appendix, the effect of de-trending on long-
term bottom pressure variability is simulated in
more detail. The most important results are that the
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annual cycle can only be partly recovered from
annual data segments, and that multi-year unin-
terrupted time series lead to strong improvement.
When overlapping segments are available, some
skill exists for the assessment of variability on
periods longer than the duration of individual
segments. Additionally, on annual and longer time
scales, bottom pressure measurements may be
constrained by satellite altimetry (Schmidt, 2004).
Assuming a typical error for a single sea surface
height measurement of 2 cm, the annual mean
anomaly (relative to a geoid model) may be
determined within 72mm with a weekly sample
rate. To estimate bottom pressure changes from
altimetry, the steric contribution to sea level change
has to be subtracted. This in turn requires precise
continuous sampling of the full water column
vertical density structure which is subject to further
uncertainty. Such measurements have been carried
out in MOVE at M3 and M1. With the distances of
the mooring sites to the nearest Jason tracks being
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Fig. 11. Top: Internal transport below 1200dbar relative to 5000 dbar. C

of M3 from current meter measurements. Bottom: External (bottom p
significantly smaller than the baroclinic Rossby
radius of about 60 km (the distances of M3 and M1
to a track are 10 and 30 km, respectively), one may
be able to constrain interannual bottom pressure
fluctuations to a certain degree using altimeter
measurements.

Finally, before transport fluctuations are calcu-
lated from the bottom pressures using (3), the
fortnightly (Mf) and monthly (Mm) tides are
removed using a tidal harmonic fit from the T Tide
toolbox (Pawlowicz et al., 2002), which yields
amplitudes of about 0.0174 and 0.0080 dbar, re-
spectively, in this region.

6. Transport

In the following, the different contributions to
transport will be analyzed and assessed. The
continuity of a time series between deployments is
an important indicator of consistency and accuracy.
Fig. 11 (top) shows the internal meridional
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enter: Transport below 1200 dbar over the continental slope west

ressure derived) transport fluctuations below 1200 dbar.
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Table 2

Mean, standard deviation and accuracy of observed transports in

Sv below 1200 dbar

Transport Mean Std. Dev. Accuracy

Internal (M1–M3) �20.1 6.0 1.5

Internal (M2–M3) �11.6 6.3 1.5

Internal (M1–M2) �8.5 6.4 1.5

External (M1–M3) 0.0 8.4 2.0

External (M2–M3) 0.0 7.0 2.0

External (M1–M2) 0.0 7.6 2.0

Boundary (W of M3) �4.0 3.4 0.3

Internal (M1–M3+boundary) �24.1 4.6 1.6

Internal transport is given relative to 5000 dbar.
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transport below 1200 dbar relative to 5000 dbar. At
the break points, the transition from one deploy-
ment period to the next look consistent in all cases.
This can best be verified at the eastern (M2–M1)
end where the data gaps are shorter by several days
compared to the western or whole section (M3–M2
or M3–M1) transport. These smooth transitions in
an otherwise highly variable time series give
confidence that the accuracy goal for internal
transport of less than 1.5 Sv on subinertial time
scales has been reached (Kanzow, 2000).

It should be noted that during times when the
uppermost density sensor was below 1200 dbar at
M3 (either due to loss of the top part of the mooring
in November 2001 or during strong current events
as seen in Fig. 8), the internal transport spanning
the NADW cannot be calculated directly. During
those intervals, the velocity shear was extrapolated
upward from the topmost working density sensor to
the 1200 dbar level. It is reassuring that even an
upward extrapolation of more than 800 dbar during
the last two months of the second deployment does
not create an abrupt transition (see Fig. 11).
Simulations based on the internal velocity time
series imply that an upward extrapolation of about
500 dbar introduces an estimated r.m.s. error of
about 0.8 Sv.

The internal transport highlights a major benefit
of the overall MOVE monitoring strategy. The
transport in the western and eastern part of the
array displays a clear 1801 out-of-phase behavior on
time scales of a few months, with a typical peak-to-
peak magnitude of order 10–20 Sv. Spectral analysis
yields a squared coherence of larger than 0.6 with a
phase shift of 1801 in the 70–250 day band (where
the zero coherence level at 95% significance is 0.3).
Thus, a significant part of the variability within the
basin cancels out in this band when the transport is
integrated over the whole section (blue line).

This is confirmed in Table 2: the standard
deviation of total internal transport is 6.0 Sv and
thus is somewhat lower than the western and eastern
contributions of 6.3 and 6.4 Sv, respectively.
Further, while the western and eastern contribu-
tions are dominated by baroclinic Rossby wave-
induced fluctuations of about 90 days period
(Kanzow, 2004), the total internal transport dis-
plays variability on longer time scales (Fig. 11, top).
This confirms an ability to eliminate contributions
from eddies, waves, and recirculations over the
western basin of the North Atlantic, resulting in an
increased signal-to-noise ratio of the low frequency,
large-scale variability. From simulations carried out
with output from the FLAME ocean general
circulation model with 1/31 horizontal resolution
(Eden and Willebrand, 2001), it was found that
interannual transport fluctuations below 1200m
integrated across the western basin only versus
integration across the whole Atlantic along 161N
display a correlation of 0.73 (Kanzow, 2004). Thus,
on these time scales, MOC fluctuations should be
detectable by MOVE. Furthermore, simulations
suggest that the signal-to-noise ratio of the internal
transport could be increased significantly on all time
scales if the MOVE transect was extended into the
eastern basin (Kanzow, 2004).

The DWBC is thought to be responsible for
major parts of southward NADW flow (e.g. Hogg,
2001). The MOVE measurements indicate that the
DWBC at 161N is a jet of less than 100 km width
located near M3, with southward velocity exceeding
50 cm/s at times. Thus, the transport through the
boundary triangle over the continental slope west of
M3 is important. It was obtained by interpolation of
directly measured currents at M4, M3 (and when
available, M5) and extrapolation of the horizontal
shear toward the western boundary (see Fig. 11,
middle panel). For this purpose, precise topography
on the continental slope as acquired from the multi-
beam Hydrosweep echo sounder system aboard F/S
SONNE was used. The observations imply that the
flow is largely dominated by the DWBC. Periods of
strong flow are observed from October 2000 to
March 2001 and from October 2001 to November
2002. The February 2000 to June 2003 time mean
southward transport below 1200m over the slope
amounts to 4.0 Sv with a standard deviation of
3.4 Sv. During times of weak flow inshore, an
increased southward internal transport can be
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observed further offshore (compare Fig. 11, top). As
a result the standard deviation of total internal plus
boundary triangle transport amounts to only 4.6 Sv,
and thus is significantly lower than the variability of
the internal transport alone (Table 2). We interpret
this to be the signature of the DWBC meandering in
the offshore direction, which has previously been
observed at 26.51N (e.g. Lee et al., 1996; Chave
et al., 1997).

In order to estimate the uncertainty of the
boundary triangle transport, different extrapolation
schemes were tested, including no flow at the
boundary and no velocity shear between the
westernmost mooring and the boundary, yielding
nearly identical results. Further, the transport
measurement improvement from including M5
(which was only available during the third and
fourth deployments) is almost negligible. From
these tests, an uncertainty of 0.3 Sv in the boundary
triangle transport has been derived.

The external near-bottom velocity fluctuations
are obtained from bottom pressure according to (3).
They are scaled to transport by multiplication by
the mooring separation and NADW thickness of
3723m between 1200 and 5000 dbar. Based on an
error estimate in bottom pressure of about 2mm of
water head (obtained by comparing simultaneous
pressure records at one site and as confirmed by
Watts and Kontoyiannis, 1990), the resulting
uncertainty for the external transport is 2 Sv. By
construction the transport across each section has a
zero mean, and the standard deviations amount to
8.0, 7.6 and 7.0 Sv for the whole, east and west
sections, respectively. These numbers show that east
and west transports are not independent. After
November 2002, only transport for the whole
section could be inferred due to problems with the
PIES at M2. The time series are dominated by
fluctuations on short time scales (o20 days) and at
periods of a few months (Fig. 12 bottom). A closer
look reveals that the high frequency fluctuations of
the western and eastern contribution are highly
coherent and thus might reflect large horizontal
scale barotropic Rossby waves. On monthly time
scales, the east and west transports are out of phase.
This is a typical signature of eddies or waves with a
scale shorter than the mooring separation, but could
also reflect the spin-up and spin-down of an interior
recirculation (Lee et al., 1996; Lux et al., 2001).
Judging the consistency of the transition from one
data segment to the next is more difficult for the
external transport due to the presence of high-
frequency fluctuations. However, a closer looks
reveals the general continuity of the longer period
signals across the data gaps. Thus, the drift removal
of the bottom pressure time series appears to have
worked satisfactorily, although the simulations in
Appendix show that a hypothetical interannual
variability might be suppressed.

External transport does not appear to be corre-
lated with the internal transport at any period. This
has also been observed in the North Atlantic
Current by Meinen (2001). Kanzow (2004) inter-
prets the internal and external contributions at 161N
to be dominated by the baroclinic and barotropic
components of the dynamics, respectively.

7. Concluding remarks

The first four years of the MOVE mass transport
time series have been presented with a focus on
measurement accuracy and the long-term perfor-
mance of the experiment. The fact that MOVE
comprises several consecutive deployment periods
allows for a detailed analysis of the consistency of
the data set.

Analysis of the temperature, conductivity and
pressure calibration suggests that instantaneous
internal transport accuracy of better than 1.5 Sv in
the 1200–5000 dbar layer can be achieved. The basis
for this statement is the long-term stability of the
conductivity, temperature and pressure sensors. In
particular, the low drift rate of the conductivity
measurements is significantly better than was
expected. If the in situ calibration referenced against
a CTD standard is carried out with care, drift
removal (relative to the CTD) of 0.002mS/cm,
0.001 1C and 1 dbar over an annual deployment
period can be attained. Further, instrument depth
assignment and mooring motion correction, which
are key elements for accurate time-dependent
density measurements, have been applied to within
a few meters accuracy down to 5000m depth.

To reach comparable transport accuracy with a
classical current meter array, the baroclinic Rossby
radius of about 60 km would need to be resolved,
which would require about 20 moorings. Finally, it
was demonstrated that basin-scale integration
across the western North Atlantic increases the
signal-to-noise ratio of the long period fluctuations.

The transports through the narrow boundary
triangle west of M3, which are not captured by the
geostrophic array (M3–M1), have been acquired by
current meter measurements. In this environment of
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strong currents, the consistency of the successive
data segments shows that these measurements have
been obtained with sufficient accuracy. Further, a
clear relationship between temporal changes in
boundary and internal transports has been demon-
strated. This is a further indication of the consis-
tency of both measurement components.

The highly variable external fluctuations have to
be treated with special care. On the one hand,
1200–5000 dbar transport fluctuations with time
scales up to about 6 months can be obtained by
bottom pressure measurements with an accuracy of
2 Sv. A resolution of better than 1 Sv can be reached
(corresponding to a velocity of 0.3mm/s) when a
mooring separation of 1000 km is used. On the other
hand, the simulations in Appendix indicate that
with the present technique of detrending and
concatenating annual data segments, longer period
variability must necessarily be underestimated. It is
not clear to what extent true interannual variability
is present in the bottom pressure gradient (or
external transport) at the MOVE section. Simula-
tions suggest that longer deployment durations and
temporally overlapping data segments can signifi-
cantly increase the skill for estimating the long-term
evolution of the external transport fluctuations.
This strategy will be pursued during future deploy-
ments. The PIES can remain on the seafloor for
several years. As the newest versions are equipped
with an acoustic telemetry system, bottom pressure
data can be transmitted to a vessel passing by
without having to recover the instruments each
time. At the same time there is an indication that the
long-term trend in bottom pressure could be over-
estimated by the ECCO model used in the simula-
tions due to a mass leakage (Condi and Wunsch,
2004). Future studies based on observations of full
water column dynamic height at sites M3 and M1
together with satellite altimetry hold some promise
to determine long-term trends in bottom pressure.
Combined with overlapping data segments, this is
expected to allow recovery of long period bottom
pressure characteristics.

This study focused on demonstrating a capability
to determine accurate geostrophic transport time
series, while providing information on errors,
instrument handling and data processing proce-
dures. The mean velocity structure with depth and
its origin have not been discussed. This, together
with a thorough statistical analysis and a physical
interpretation of the mechanisms of the observed
fluctuations, is the subject of ongoing work. The
present study is intended to establish a basis for
future investigations and interpretations. This is
especially relevant since long-term monitoring of
large-scale geostrophic flow is becoming increas-
ingly important, but has not been carried out to this
extent and accuracy in the past. Small and easy to
apply improvements will turn such systems into
reliable tools for climate monitoring applications.
The large scale integrated flows obtained by this
technique could serve as useful constraints for ocean
models, especially in the deep ocean where observa-
tions with high temporal resolution are rare.

When designing a MOC monitoring system, its
life cycle cost (the sum of instrument acquisition,
and aggregate maintenance costs) is an important
factor. In an application at mid-latitudes with a
baroclinic Rossby radius of less than 30 km, a
current meter array spanning the whole transatlan-
tic section would require 150 moorings to resolve
the lateral scales of the flow. An end-point arrange-
ment, even taking into account the topography of
the Mid-Atlantic Ridge and the continental slopes,
could be operated with about 10 moorings. The
geostrophic end point technique is clearly advanta-
geous over current meters in life cycle cost. The use
of IESs rather than in situ T–S measurements in an
end point array to infer dynamic height and thus
internal transports would further reduce instrument
costs, although the accuracy of this approach would
have to be established. This method is particularly
sensitive to the gravest vertical mode, i.e. usually a
surface intensified baroclinic current. Therefore, as
also suggested by results from Meinen and Watts
(2000), it may not be particularly sensitive to deep
internal transport in the ocean, which is essential
when monitoring the MOC. At the MOVE mooring
sites M1 and M3 the correlation between IES travel
times and directly measured full water column
averaged densities was typically less than 0.5. Using
densities averaged between 1200 and 5000 dbar
instead, the correlation with travel time dropped
below 0.1.

Remote sensing is frequently referred to as a cost-
effective alternative to in situ observations. Results
from Latif et al. (2004) using a coupled general
circulation model suggest that multidecadal fluctua-
tions of the MOC could be inferred from the
temporal evolution of subtropical North Atlantic
sea surface temperatures (SST). However, findings
from Collins et al. (2003) show that the correlation
between MOC strength and North Atlantic SST
varies significantly from model to model. Thus,
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before large scale SST patterns from satellite
observations can be used as a reliable proxy for
the MOC, a statistically significant correlation
between the two variables has to be demonstrated
by in situ observations, which is one of the goals of
MOVE. At the same time, MOVE serves as a
ground-truth site for the validation of the space
borne Gravity Recovery and Climate Experiment
(GRACE), which is designed to observe temporal
fluctuations of the Earth’s gravity field. Over the
oceans these can be converted into ocean bottom
pressure fluctuations (e.g. Wahr et al., 2002).
However, a comparison with MOVE in situ data
suggests that the preliminary GRACE solutions
overestimate the variability significantly (Kanzow et
al., 2005) and thus may not be regarded as a reliable
alternative to in situ measurements of bottom
pressure for the study of the temporal evolution of
the deep ocean flow field.
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Appendix

How much of the long-term true ocean bottom
pressure signal can be recovered from detrended
and concatenated bottom pressure data segments?
This is examined using two 8-year-long time series
of bottom pressure (1995–2002) extracted from the
11� 11 ECCO (Estimating the Circulation and
Climate of the Ocean) model (Stammer et al.,
2003). This model version is constrained by
observations such as satellite altimetry using the
iterative adjoint technique. The two time series are
displayed in Fig. A.1. They have been selected such
that one location is close to mooring site M1 and
the other is close to M3. Both time series show a
long-term trend toward lower values and an annual
cycle with an amplitude of 0.01 dbar.

The existence of seasonal and interannual signals
in the time series offers a good opportunity to
simulate the effect of detrending on the low-
frequency fluctuations by cutting the 8-year model
time series into segments of 1 or 2 year duration. An
16.5N / 59.5W
15.5N / 51.5W

          2000           2002

(time mean subtracted) from two locations in the tropical North
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artificial exponential-linear drift like the observed
one (see Section 5) was added to each segment to
simulate instrument drift during each deployment
period. The drift coefficients A, B, C were defined
by a random number generator within the observed
limits, and are different for each data segment.
Subsequently, for each segment the coefficients were
estimated by applying a least squares procedure to
the data. These will differ from the true A, B, C
since oceanic signals affect the regression. The
estimated drift is then subtracted from the raw
data, which is exactly the procedure one would
apply to actual observations. The data segment
Table A.1

Effect of detrending and subsequent concatenation of data

segments: the simulated cases differ in segment length and

concatenation technique

Segment length Segment concatenation technique Color

1 year Segment mean subtracted Blue

2 year Segment mean subtracted Red

2 year 1 year overlap Green

1 year End-point matching Magenta

2 year End-point matching Cyan

The color with which they are represented in Fig. A.2 is also

given.
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Fig. A.2. The black line represents the difference between the two mon

11� 11 model displayed in Fig. A.1. The colored lines are the bottom p

defined in Table A.1. Each time series has been leveled such that the fi
length and concatenation method for the segments
has been varied as given in Table A.1. The bottom
pressure difference (between M1 and M3) for the
different cases is displayed in Fig. A.2. All of the
time series are 60 day low-pass filtered in order to
focus on the long-term variability. As expected, the
short-term variability is not affected by detrending.

In the first case, which comes closest to the
MOVE data analysis, a segment length of one year
was chosen and the detrended segments were
concatenated after simply subtracting the mean
from each segment. Compared to the original time
series (black line), variability at periods shorter than
one year can be recovered. However, the amplitude
of the annual cycle is weakened and the long-term
trend cannot be recovered at all. The representation
of the annual cycle improves drastically when
choosing a 2-year segment length (red line). Of
course, by subtracting the mean from each segment,
the longer period signals are suppressed.

In the next test case, the segment length was kept
at two years with segments overlapping each other
for one year. This simulates a measurement strategy
where one keeps two bottom pressure sensors at
each site and alternately recovers and redeploys one
of the instruments. By adjusting the overlapping
time series, there is no need to subtract the mean
4 5 6 7 8
 [years]

th low pass filtered bottom pressure time series from the ECCO

ressure differences resulting from various detrending simulations

rst year mean is set to zero.
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from each time series. If the empirical drift removal
worked perfectly in the sense that only the instru-
mental drift and no ocean signal would be affected,
one would be able to recover the true long-term
signals with this technique. The simulations (green
line) show that the original long-term characteristics
are by far best represented using this approach.

Finally, a simplified version of the end-point
matching technique in which the data segments do
not overlap was tested. The leveling of two segments
is carried out such that the average of the first two
months of the second segment corresponds to the
mean of the last two months of the first segment.
Theoretically, one should recover at least part of the
true ocean long-term trend if the instrumental drift
removal worked perfectly. In the simulation, this
technique turns out to be very unreliable with either
1 or 2-year segments (magenta and cyan in
Fig. A.2). The poor ability of the end-point
matching technique to recover long-term variability
is explained by the fact that errors in drift removal
are generally largest at the segment end-points. The
concatenation then results in a temporal integration
of those errors, introducing arbitrary long-term
trends. It should be noted that the end-point
matching described by Whitworth and Peterson
(1985) is not done using this objective criterion, but
is carried out subjectively by eye. That might yield
somewhat better results in some instances, but still
is far from being a reliable tool for long-term trend
assessment.

In conclusion, the simulations have shown that
case 1 (annual segments with mean subtracted)
yields good results at periods shorter than one year.
The annual cycle is partly suppressed, and there is a
complete lack of interannual variability. Doubling
the segment length leads to an almost perfect
recovery of the annual cycle, but only when
allowing for a 1 year overlap of the segments is
the long-term trend well represented. Endpoint
matching cannot be recommended.
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