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Laser-induced breakdown spectroscopy (LIBS) has been identified as an analytical chemistry technique
suitable for field use. We use double pulse LIBS to detect five analytes (sodium, manganese, calcium,
magnesium, and potassium) that are of key importance in understanding the chemistry of deep ocean
hydrothermal vent fluids as well as mixtures of vent fluids and seawater. The high pressure aqueous
environment of the deep ocean is simulated in the laboratory, and the key double pulse experimental
parameters (laser pulse energies, gate delay time, and interpulse delay time) are studied at pressures
up to 2:76 × 107 Pa. Each element is found to have a unique optimal set of parameters for detection. For
all pressures and energies, a short (≤100ns) gate delay is necessary. As pressure increases, a shorter
interpulse delay is needed and the double pulse conditions effectively become single pulse for both
the 1:38 × 107 Pa and the 2:76 × 107 Pa conditions tested. Calibration curves reveal the limits of detection
of the elements (5000ppmMg, 500ppmK, 500ppmCa, 1000ppmMn, and 50ppmNa) in aqueous solu-
tions at 2:76 × 107 Pa for the experimental setup used. When compared to our previous single pulse LIBS
work for Ca, Mn, and Na, the use of double pulse LIBS for analyte detection in high pressure aqueous
solutions did not improve the limits of detection. © 2008 Optical Society of America

OCIS codes: 140.3440, 140.0140, 010.4450, 300.0300, 300.6365.

1. Introduction

Laser-induced breakdown spectroscopy (LIBS) has
recently been identified as a laboratory analytical
chemistry technique that is also suitable for use on
environmental and geochemical samples in the field
[1]. For example, several groups are evaluating the
use of LIBS for space exploration [2–7]. Another en-

vironmental area in which there is a critical need for
new chemical sensors is the ocean. Sensor develop-
ment for use with underwater vehicles is ongoing,
and a requirement is emerging for sensors suitable
for deployment on permanent ocean observatories.
One environment identified as potentially benefit-
ting from application of an oceanic LIBS sensor is
deep-sea hydrothermal vents. These features occur
at mid-ocean ridges where seawater circulates
through the permeable ocean crust, allowing the
fluid to interact with the surrounding rock, resulting
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in major fluid chemical changes. At vent orifices, exit
temperatures reach 200–405°C at ambient pres-
sures from 8:1 × 106 to 3:6 × 107 Pa, corresponding
to ocean depths of 800–3600m [8].
At hydrothermal vents, as the hot fluids mix with

seawater, further rapid chemical change occurs and
some compounds precipitate out [9]. In situ chemical
measurement of vent fluids is difficult due to their
corrosive nature and high temperature. Collection
of the fluid for analysis shipboard or in a terrestrial
laboratory introduces irreversible chemical changes
as the temperature and pressure of the fluid are al-
tered during sample recovery.
Critical elements at hydrothermal vents include

sodium, calcium, manganese, magnesium, and po-
tassium. Sodium is the dominant cation in vent
fluids, and its measurement provides insight into
phase separation processes [10]. Calcium is the sec-
ond most dominant cation in vent fluids and is typi-
cally found at a greater concentration in vent fluids

than in seawater [11]. Ca is released into vent fluids
when Na is taken up in albitization reactions with
the host rock [11]. Manganese exists as a trace metal
in seawater but has a higher concentration in vent
fluids due to leaching from the host rock [10]. Mag-
nesium is practically nonexistent in hydrothermal
vent fluids; however, if any is detected in vent fluids,
contamination by entrainment of ambient seawater
is indicated [10]. Potassium is typically highly
enriched in vent fluids due to leaching from basalts
[10]. In vent fluids, concentrations range from ap-
proximately 250ppm to 23; 163 ppm for Na, 0:6ppm
to 399ppm for Mn, 0ppm to 4477 ppm for Ca,
0ppm to 3166ppm for K, and 0ppm for Mg [8].
In seawater, concentrations are approximately
10; 933ppmNa, <0:001ppmMn, 419ppmCa,
405ppmK, and 1300ppmMg [8].

Development of an oceanic LIBS sensor necessi-
tates laboratory investigations into the system para-
meters for the detection of analytes under high
pressure bulk aqueous conditions. Although LIBS
analysis on liquids is more difficult than for solid
or gaseous samples, a few studies have focused on
dissolved analytes in bulk solutions [12–19]. The in-
herent difficulty of performing LIBS analysis of aqu-
eous solutions is a result of reduction in plasma light
intensity and emission lifetime from quenching by
the liquid, spectral line broadening due to the Stark
effect, and moving breakdown that causes fluctua-
tions in the distance between the plasma and the col-
lection fiber optic [12,13,20–22]. The breakdown
threshold in aqueous solutions is also significantly
greater than for solids [23]. Laser-induced plasmas

Fig. 1. (Color online) Laboratory setup for aqueous DP-LIBS ex-
periments.

Fig. 2. Mg (I) (518:4nm peak) optimization at 1 × 105 Pa. Each dot represents the peak intensity measured at one condition.
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are weak in water, as they are cooled by bremsstrah-
lung and shockwave emissions and by thermal con-
duction. The rapid cooling of plasmas formed in
aqueous solutions at atmospheric pressure also in-
creases electron–ion recombination, causing plasma
emission to last of the order of a few microse-
conds [24].
In 1984, Cremers et al. showed that several ele-

ments, including Na, K, Mg, and Ca, could be iden-

tified in bulk aqueous solution using double pulse
(DP) LIBS. This work, carried out at atmospheric
pressure, showed that DP-LIBS improved the detec-
tion limit for metals and ions in bulk aqueous solu-
tion [12]. In DP-LIBS of aqueous solutions, the first
laser pulse causes the formation of a laser-induced
cavitation bubble. The second laser pulse produces
a plasma within this bubble [24,25]. This is in con-
trast to single pulse (SP) LIBS, where the plasma

Fig. 3. Mg (I) (518:4nm peak) optimization at 1:38 × 107 Pa. Each dot represents the peak intensity measured at one condition.

Fig. 4. Mg (I) (518:4nm peak) optimization at 2:76 × 107 Pa. Each dot represents the peak intensity measured at one condition.
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is simply formed in a liquid environment. In DP-
LIBS, the duration of the laser-induced plasma in
the bubble is of the order of a few microseconds while
the bubble lifetime is of the order of a few hundred
microseconds. Therefore, it can be assumed that the
plasma from the second pulse is expanding in a qua-
si-stationary environment induced by the first laser
pulse [25,26]. When the bubble is first formed, its
pressure is greater than that of the surrounding li-
quid and the bubble begins to expand, leading to a
pressure drop. At the point of maximum expansion,
the bubble pressure is less than the pressure of the
surrounding fluid and the bubble begins to collapse.
During this collapsing phase, the temperature and
pressure in the bubble again increase. If there is en-
ough energy stored within the bubble, reexpansion
can take place; furthermore, many oscillations of ex-
pansion and compression are possible [24]. By ad-
justing the interpulse delay (ΔT, the time between
the firing of laser pulse one and laser pulse two) be-
tween the laser pulses, it is possible to select the
phase that the bubble is in such that bubble pressure

is at a nadir. However, if ΔT is too long or too short,
the plasma will expand in a high pressure environ-
ment, causing the spectral lines to be broadened
due to collisions [24]. Selection of the delay time be-
tween the first and the second pulses is therefore cri-
tical for LIBS analysis of bulk liquids.

Since the pioneering work of Cremers et al., sev-
eral groups have used DP-LIBS for the detection of
analytes in bulk liquids [12,14,18,26–28] and more
recently for bulk solutions at high pressures
[15,16]. In Michel et al. [15], analyte detection in high
pressure bulk solutions was shown to be highly de-
pendent on ΔT. When a shorter ΔT was used
(≪1 μs), the signal intensity was enhanced compared
to when longer ΔT were employed. However, it was
noted that this time may not be long enough for ca-
vitation bubbles to fully form and expand, as occurs
at low pressure. Michel et al. also found that the op-
timal energy levels needed for emission varied by
analyte [15]. Furthermore, Lawrence-Snyder et al.
[16] reported that increasing solution pressure re-
duces double pulse emission enhancement, with lit-
tle improvement noted over single pulse for solutions
at pressures above 1 × 107 Pa.

In [19], optimization of SP conditions for three ana-
lytes (Na, Mn, and Ca) was reported; yet, the limits of
detection were not at the levels that were expected to
be achievable. Through optimization of DP experi-
mental parameters, we aim to improve the limits
of detection for the same three analytes and to estab-
lish the limits of detection for additional elements.
Although Lawrence-Snyder et al. previously reported
on the use of DP-LIBS at high pressures and found
no enhancement of detectability above 1 × 107 Pa
[16], several differences exist between these studies.
Lawrence-Snyder et al. reported their findings using
an orthogonal beam geometry (the collection of the
plasma light is orthogonal to the path of the excita-
tion laser beam, which would be impractical for an
oceanic sensor inmany applications), their work does
not extend to the ambient pressures for most hydro-
thermal vents, and optimization of laser pulse ener-
gies was not carried out. In this paper, through a
more comprehensive optimization, the use of DP-
LIBS at pressures up to 2:76 × 107 Pa is investigated,
and the limits of detection for five key elements are
determined.

2. Experimental

Double pulse high pressure aqueous LIBS experi-
ments were completed using the laboratory setup de-
tailed in Fig. 1. Two Big Sky CFR-200 Nd:YAG lasers
configured with the beams collinearly aligned prior
to exiting the aperture were operated at 1064nm
with a 5Hz repetition rate. Each laser is equipped
with a motorized variable attenuator serially con-
trolled by a computer, enabling the laser pulse ener-
gies (E1 and E2) to be varied independently from
0mJ to 200mJ in increments of approximately
1mJ. Plasma emission is collected with an Echelle
spectrometer (LLA Echelle ESA 3000) that covers

Fig. 5. Calibration curves calculated by a linear least squares fit
of the concentration data and their 95% confidence limits on the
coefficients for the Mg (I) 518:4nm peak, ○, solid line ¼
1 × 105 Pa; □, dashed line ¼ 1:38 × 107 Pa; ∆, dotted line ¼
2:76 × 107 Pa (E1 ¼ 60mJ, E2 ¼ 60mJ, td ¼ 50ns, and
ΔT ¼ 50ns).

Fig. 6. Spectra of the Mg (I) peak (518:4nm) at 2:76 × 107 Pa. The
concentrations from bottom to top are 1000ppm and 5000ppm.
(E1 ¼ 60mJ, E2 ¼ 60mJ, td ¼ 50ns, and ΔT ¼ 50ns). For clarity,
the spectra have been offset from each other by 500 a.u.

G134 APPLIED OPTICS / Vol. 47, No. 31 / 1 November 2008



the spectral region from 200 to 780nm with a resolu-
tion of 10–50pm. Accurate timing of the firing of the
lasers, ΔT, and the gate delay (td, the time between
the firing of the second laser pulse and the turn-on of
the spectrometer) is controlled by a timing box (Ber-
keley Nucleonics Corporation Model 565). The inte-
gration time of the spectrometer, gate width (tb), is
also controllable.

An 8:89 cm × 8:89 cm × 8:89 cm titanium sample
chamber that holds 27ml of liquid connects to a high
pressure metering pump (Eldex Model A-30-S) using
Swagelok fittings to pressurize samples up to
4:1 × 107 Pa. The sample chamber is equipped with
a sapphire window (Meller Optics, 2:54 cmdiameter×
0:64 cm thickness, antireflection coated at 532nm=
1064nm, custom part) that allows laser pulses to

Fig. 7. K (I) (769:9nm peak) optimization at 1 × 105 Pa. Each dot represents the peak intensity measured at one condition.

Fig. 8. K (I) (769:9nm peak) optimization at 2:76 × 107 Pa. Each dot represents the peak intensity measured at one condition.
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enter the sample chamber. A series of antireflection-
coated optics are used to focus the laser pulses into
the sample chamber and to focus the plasma light
onto an optical fiber for delivery to the spectrometer.
The plasma emission is collected collinear to the in-
coming laser beams to simulate the design that
would be most practical for an ocean-going LIBS sys-
tem. Data are collected using ESAWIN software. La-
ser pulse energy is measured using an energy meter
(Coherent J25LP-MB and FieldMaxII-Top).

For DP-LIBS optimization studies, peak intensi-
ties for five analytes (Mg, K, Na, Ca, and Mn) were
measured over a range of system parameters: E1, E2,
td, andΔT. E1 and E2 were each tested at 20, 60, 100,
and 140mJ. Average irradiance (If ) at the beam
waist for our setup can be estimated from

If ¼
πED2

4τLf 2λ2M4 ; ð1Þ

whereE is the laser pulse energy,D is the diameter of
the illuminated aperture of the focusing lens
(25mm), τL is the pulse duration at the full peak
width at half of the maximum intensity (FWHM,
7:5ns), f is the focal length of the focusing lens
(35mm), λ is the laser wavelength (1064nm), and
M2 is the beam propagation ratio, which is typically
2–10 for Nd:YAG lasers (we estimate a value of 6 for
our setup) [29]. Using pulse energies of 20, 60, 100,
and 140mJ corresponds to irradiance at the beam
waist of ≈2:62 × 1012, 7:87 × 1012, 1:31 × 1013, and
1:84 × 1013 W=cm2, respectively.

For comparisons of pressure effects on optimal
experimental parameters, studies were conducted
at three pressures, 1 × 105, 1:38 × 107, and
2:76 × 107 Pa, which correspond to ocean depths of
approximately 0, 1362, and 2724m, respectively.
For Mg and K, td was tested at 10, 50, 100, and
500ns, and ΔT was tested at 50, 100, 500, 1000,
and 5000ns. For Na, Ca, and Mn, td was held con-
stant at 50ns, and the ΔT was tested at 50, 500,
and 5000ns. Each combination of these conditions
was evaluated for a total of 320 conditions for Mg
and K and 48 conditions for Mn, Na, and Ca. For
all studies, tb was held constant at 200ns and the
amplification of the Echelle spectrometer was set
to the maximum value of 4000.

Five spectra (10 spectra for calibration curves)
were taken at each condition. All spectra were com-
posed of 100 shot accumulations. To account for the
high resolution of the spectrometer and the peak
broadening that occurs from liquids, all the data
were grouped into sets of nine wavelengths. Each
set of data points (9 × 5 for the optimization or 9 ×
10 for the calibration curves) was processed using ex-
treme value statistics as described by Michel and
Chave [30]. All the calibration curves were made
at three pressures (1 × 105, 1:38 × 107, and
2:76 × 107 Pa). For each analyte, a linear least
squares fit of the concentration data was computed
in addition to 95% confidence limits on the

Fig. 9. Spectra of the 769:9nm K (I) peak at 2:76 × 107 Pa. Con-
centrations of spectra from bottom to top are 100ppm, 500ppm,
1000ppm. (E1 ¼ 100mJ, E2 ¼ 140mJ, td ¼ 1000ns, and
ΔT ¼ 50ns). For clarity, the spectra have been offset from each
other by 200 a.u.

Fig. 10. Ca (I) (422nm peak) optimization at 1 × 105 Pa. Each dot
represents the peak intensity measured at one condition.
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coefficients. Where shown, error bars represent the
double-sided 95% confidence limits for the extreme
value parameters defined in [30].
Solutions were made using MgCl2 · 6H2O, NaCl,

KCl, MnSO4 · H2O, and CaCl2 · H2O dissolved in
DI water. All concentrations are given in parts
per million (ppm, wt:=vol:). For the optimization
studies, the concentrations used were 5000ppmMg,
1000ppmK, 100ppmNa, 1000 ppmCa, and
1000ppmMn.

3. Results and Discussion

For DP-LIBS of high pressure aqueous solutions, op-
timizing the key parameters (E1, E2, td, and ΔT) in-
dividually for each element of interest is essential for
identifying the conditions under which each can be
detected. The optimization studies presented here
show that these conditions are pressure dependent
for DP-LIBS. Outside the range of these conditions,
some of the elements prove to be undetectable with
the present apparatus. Through optimization of the
parameters, a set of conditions may be established

that allow calibration curves to be constructed to in-
fer the limits of detection for high pressure bulk aqu-
eous solutions.

A. Magnesium

Results for the 518:4nmMg (I) peak are presented in
Figs. 2–4. From these figures, the need for a short
td ð≤ 100nsÞ is evident, irrespective of solution pres-
sure or laser pulse energy. At all solution pressures,
when td reaches 500ns, Mg (I) is no longer detectable.
When the solution is at atmospheric pressure
(1 × 105 Pa), the peak intensity recorded was greatest
with use of a longer ΔT (1000–5000ns) (Fig. 2). It
was also advantageous to keep E1 at a lower level
than was used for E2. For example, two favorable
conditions were E1 ¼ 60mJ, E2 ¼ 100mJ, and
E1 ¼ 20mJ,E2 ¼ 100mJ. At 2:76 × 107 Pa, the great-
est intensity peak exists when ΔT has its smallest
value (50ns) (Fig. 4). The E1 and E2 that gave the
greatest intensity were both in the range of
60−140mJ. At a solution pressure of 1:38×
107 Pa, the optimal ΔT was intermediate between

Fig. 11. Ca (I) (422nm peak) optimization at 1:38 × 1017 Pa. Each
dot represents the peak intensity measured at one condition.

Fig. 12. Ca (I) (422nm peak) optimization at 2:76 × 107 Pa. Each
dot represents the peak intensity measured at one condition.
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that for 1 × 105 and 2:76 × 107 Pa (Fig. 3). At
2:76 × 107 Pa, a very intense peak was obtained for
the condition E1 ¼ 60mJ, E2 ¼ 60mJ, td ¼ 50ns,
and ΔT ¼ 50ns. Therefore, a calibration curve was
constructed using this condition as shown in Fig. 5.
From this calibration curve and from the examina-
tion of spectra (Fig. 6), it is clear that Mg (I) is only
detectable to about 5000ppm.

B. Potassium

The results of the optimization studies for the
769:9nm K (I) peak are shown in Figs. 7 and 8 for
the atmospheric and high pressure (2:76 × 107 Pa)
conditions. Potassium was detectable over an unu-
sually wide range of conditions. Potassium has the
lowest ionization energy (4:31 eV) of the elements
that were studied, which contributes to ease of detec-
tion. In particular, a wide range of ΔT values were
suitable at all pressures. At 1 × 105 and
1:38 × 107 Pa, the use of two high energy pulses re-
sulted in the greatest peak intensity. At the highest
pressure condition (2:76 × 107 Pa), a lower energy

pulse followed by a higher energy pulse was advan-
tageous. To construct a calibration curve, the condi-
tions E1 ¼ 100mJ, E2 ¼ 140mJ, td ¼ 1000ns, and
ΔT ¼ 50ns were selected. The calibration curve
and spectra of the calibration curve data (Fig. 9) re-
veal that K (I) is detectable to 500ppm.

C. Calcium

The results for atmospheric pressure and the high
pressure condition (2:76 × 107 Pa) for the 422nm
Ca (I) peak are shown in Figs. 10–12. At
1 × 105 Pa, the greatest intensity peak was detected
when a long ΔT (500–5000ns) with a low
first energy pulse (typically 20mJ) followed by a
higher energy pulse (60–140mJ). At both
1:38 × 107 and 2:76 × 107 Pa, the greatest intensity
peak was observed for two high energy pulses (typi-
cally 100–140mJ) separated by 50ns. As a result, the
conditions selected for the calibration curve were
E1 ¼ 100mJ, E2 ¼ 100mJ, td ¼ 50ns, and
ΔT ¼ 50ns. The calcium calibration curve for the
422nm Ca (I) peak reveals that the limit of detection
for calcium using the conditions selected is 500ppm
(Fig. 13). This is also evident from looking at spectra
under these conditions (Fig. 14).

D. Manganese

The optimization study results for the 403nm Mn (I)
peak are shown in Figs. 15 and 16. Although a Mn (I)
triplet exists at 403nm, peak broadening in liquids
causes it to be unresolvable, and hence a single
403nm peak is used for this study. At 1 × 105 Pa, a
low first energy pulse (20mJ) followed by a higher
second energy pulse (60–140mJ) with a long inter-
pulse delay time (5000ns) gave the greatest peak in-
tensity (Fig. 15). When solution pressure was
increased, the need for a significantly shorter ΔT
was evident (Fig. 16). At the highest pressure condi-
tion, two high energy pulses gave the most intense
peak (Fig. 16). Using a low second energy pulse
(20mJ) was not beneficial for this pressure condition.
At the intermediate pressure (1:38 × 107 Pa) several
parameter combinations can be used. Either a low
energy first pulse (20mJ) followed by a higher energy
pulse (60–140mJ) or two higher energy pulses
(60–140mJ) were suitable, and hence this is a tran-
sition pressure. For Mn (I), the conditions that were
selected for the calibration curve were E1 ¼ 100mJ,
E2 ¼ 60mJ, td ¼ 50ns, ΔT ¼ 50ns. From both the
calibration curve and the resulting spectra (Fig. 17),
the limit of detection was 1000ppm.

E. Sodium

The 588:995nm Na (I) peak from the sodium doublet
was used for optimization studies, and the results
from two pressures are shown in Figs. 18 and 19.
The highest intensity at 1 × 105 Pa was recorded
when a low energy pulse was followed by a high en-
ergy pulse and a long ΔT was used (Fig. 18). For ex-
ample, the greatest intensity was recorded for
E1 ¼ 20mJ, E2 ¼ 140mJ, and ΔT ¼ 5000ns. At

Fig. 13. Calibration curves calculated by a linear least squares fit
of the concentration data and their 95% confidence limits on the
coefficients for the Ca (I) 422nm peak: ○,
solid line ¼ 1 × 105 Pa, □, dashed line ¼ 1:38 × 107 Pa; ∆,
dotted line ¼ 2:76 × 107 Pa (E1 ¼ 100mJ, E2 ¼ 100mJ,
td ¼ 50ns, and ΔT ¼ 50ns).

Fig. 14. Spectra of calcium (393nm Ca (II), 396nm Ca (II), and
422nm Ca (I) peaks) at 2:76 × 107 Pa. Concentrations of spectra
from bottom to top are 100ppm, 500ppm, and 1000ppm
(E1 ¼ 100mJ, E2 ¼ 100mJ, td ¼ 50ns, and ΔT ¼ 50ns). For
clarity, the spectra have been offset from each other by 15,000 a.u.
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1:38 × 107 Pa, the greatest intensity peaks were re-
corded when two high energy pulses (60–140mJ)
were fired in rapid succession in either order and se-
parated by 50ns. Since ΔT is very small, these con-
ditions approximate single pulse operation with a
very high energy pulse. At 2:76 × 107 Pa, the greatest
intensity peak again exists when two high energy
pulses (60 and 140mJ) are rapidly fired in either or-
der separated by 50ns (Fig. 19). The lowest intensity
peaks were recorded at all pressures when the sec-
ond energy pulse was 20mJ, suggesting that the sec-
ond pulse must be of sufficient irradiance to excite or
reexcite plasma emission. The sodium calibration
curve was therefore made at E1 ¼ 60mJ,
E2 ¼ 140mJ, ΔT ¼ 50ns, and td ¼ 50ns (see
Fig. 20). Spectra at the high pressure (2:76×
107 Pa) condition clearly indicate the limit of detec-
tion of 50ppm (Fig. 21).
The limit of detection for sodium, as well as the

other analytes reported here, is much higher than

expected when compared to earlier studies [12,14].
In an effort to determine if the low optical through-
put (f =10) Echelle spectrometer is the limiting factor,
an additional calibration curve was completed at 1 ×
105 Pa using optimal atmospheric pressure para-
meters. Lawrence-Snyder et al. reported the optimal
ΔT for Na to be approximately 20 and 50 μs using a
Chromex Czerny–Turner spectrometer (f =4) coupled
to an ICCD camera at 3:4 × 106 Pa using E1 ¼ 7mJ,
E2 ¼ 48mJ, and td ¼ 1 μs [16]. In the present work, a
low first energy pulse (20mJ) followed by a high en-
ergy second pulse (140mJ) was selected, and the cor-
responding optimal ΔT was determined. This ΔT
was then used to create a calibration curve. To deter-
mine the optimal ΔT at atmospheric pressure, the
peak intensity was measured at 1 μs, then at 5 μs,
then at 5 μs intervals until a maximum ΔT of
170 μs. Figure 22 details the effect of ΔT on the in-
tensity on the 588:995nm Na (I) peak. The intensity
is fairly uniform when ΔT is between 10 and 140 μs.
After 140 μs, the intensity drops off. This plot

Fig. 15. Mn (I) (403nm peak) optimization at 1 × 105 Pa. Each dot
represents the peak intensity measured at one condition.

Fig. 16. Mn (I) (403nm peak) optimization at 2:76 × 107 Pa. Each
dot represents the peak intensity measured at one condition.
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supports the validity of selecting ΔT between
1 and140 μs; therefore, we select 70 μs to construct
a calibration curve. Comparing this time scale to that
described by Lawrence-Snyder et al. [16], this result
seems consistent due to our use of a significantly
higher second energy pulse. Using the optimal condi-
tion with a long interpulse delay time, the detection
limit is again only 50ppm (Fig. 23), suggesting that
the Echelle spectrometer is the limiting detection
factor in these experiments.

4. Conclusions

DP-LIBS was used to detect five analytes in bulk
aqueous solutions important in hydrothermal vent
chemistry at pressures up to 2:76 × 107 Pa. The key
DP parameters were optimized for each of the ele-
ments at three pressures (1 × 105, 1:38 × 107, and
2:76 × 107 Pa). The parameters needed for detection
were found to be both element and pressure depen-
dent. The use of an optimal set of parameters is es-
sential because the analytes are often not detectable
outside of the set. Potassium and sodium were de-
tectable over a wide range of conditions. For all ele-
ments, as solution pressure was increased, the use of
a shorter interpulse delay was necessary, and at
2:76 × 107 Pa, an interpulse delay time of the order
of 50ns should be used. For all conditions studied,
a short gate delay (usually ≤100ns) was required.
The need for a short gate delay using both SP [19]
and DP-LIBS for bulk liquid analysis suggests that
in aqueous solutions, the plasma lifetime is very
short, possibly lasting only of the order of 500ns.
Using each of the optimally established conditions,

calibration curves were constructed at three pres-
sures (1 × 105, 1:38 × 107, and 2:76 × 107 Pa). From
these, the limits of detection for the five analytes
were found to be 5000ppmMg, 500ppmK,
500ppmCa, 1000 ppmMn, and 50ppmNa using
the current system setup. The limits of detection
were the same for all three pressures tested. The
main reason that LIBS researchers choose to use
DP-LIBS instead of SP-LIBS is to achieve improved

sensitivity and improved signal. When optimization
of conditions was completed using SP-LIBS and then
subsequently calibration curves were made using the
same system setup for the present work for Mn, Ca,
and Na [19], the resulting limits of detection
were found to be 500ppmMn, 50ppmCa, and
50ppmNa. This suggests that the use of DP-LIBS
in high pressure aqueous solutions may not be ad-
vantageous.

Lawrence-Snyder et al. reported no emission en-
hancement using DP-LIBS above 1 × 107 Pa [16].
De Giacomo et al. [24] emphasized the need for se-
lecting an appropriate ΔT for underwater LIBS,
stressing the need to optimize ΔT such that the sec-
ond laser pulse causes the formation of a plasma in
the laser-induced bubble, created by the first laser
pulse, at its point of maximum expansion. It is the-

Fig. 17. Spectra of theMn (I) peak (403nm) at 2:76 × 107 Pa. Con-
centrations from bottom to top are 100ppm, 500ppm, and
1000ppm (E1 ¼ 100mJ, E2 ¼ 60mJ, td ¼ 50ns, and
ΔT ¼ 50ns). For clarity, the spectra have been offset from each
other by 1000 a.u.

Fig. 18. Na (I) (588:995nm) optimization at 1 × 105 Pa. Each dot
represents the peak intensity measured at one condition.
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orized that the high pressure aqueous environments
used in our experiments may cause the bubble to col-
lapse too rapidly to form a plasma. As a result, we

observe the highest intensity peaks when two laser
pulses are fired close together, similar to a higher en-
ergy single pulse. Lawrence-Snyder et al. [31] sug-
gest that at higher solution pressures (8 × 107 Pa),
the bubble formed by the first laser pulse is confined
by its surrounding pressure. As a result, the bubble
never expands to the maximum volume that is ob-
served at lower pressures so that emission enhance-
ment does not occur.

Although the use of DP-LIBS proved less favorable
than expected, it should be noted that one major
contributing factor was the spectrometer used in
these studies. The Echelle spectrometer has a very
high resolution but a very low light throughput
and poor sensitivity, with an f number of 10. In an
effort to maximize the light throughput, it would
be advisable to use a spectrometer with a smaller
f number. As an example, the use of a spectrometer
with an f number of 2 could possibly improve the

Fig. 19. Na (I) (588:995nm) optimization at 2:76 × 107 Pa. Each
dot represents the peak intensity measured at one condition.

Fig. 20. Calibration curves calculated by a linear least squares fit
of the concentration data and their 95% confidence limits on the
coefficients for the Na (I) 588:995nm peak. ○,
solid line ¼ 1 × 105 Pa; □, dashed line ¼ 1:38 × 107 Pa; ∆,
dotted line ¼ 2:76 × 107 Pa.

Fig. 21. Spectra of the Na (I) doublet peaks (588:995nm and
589:6nm) at 2:76 × 107 Pa. Concentrations from bottom to top
are 10ppm, 50ppm, 100ppm, 500ppm, and 1000ppm
(E1 ¼ 60mJ, E2 ¼ 140mJ,ΔT ¼ 50ns, and td ¼ 50ns). For clarity,
the spectra have been offset from each other by 2000 a.u., except
for the 1000ppm spectrumwhich has been offset from the 500ppm
spectrum by 8000 a.u.

Fig. 22. Effect of interpulse delay on intensity on the 588nm Na
peak at 1 × 105 Pa (1000ppm).
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throughput by a factor of 25, thus, improving the lim-
its of detection. Furthermore, the use of a photomul-
tiplier tube as the detector may improve detection
limits for bulk liquids as demonstrated by Cremers
et al., who measured Na (I) (589:00nm) to
0:014ppm, K (I) (766:49nm) to 1:2ppm, Mg (II)
(279:55nm) to 100ppm, and Ca (II) (393:37nm) to
0:8ppm at atmospheric pressure [12]. Further work
is needed to maximize the light collection by chan-
ging system components for bulk aqueous solution
experiments.
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