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Global warming preceded by increasing
carbon dioxide concentrations during the
last deglaciation
Jeremy D. Shakun1,2, Peter U. Clark3, Feng He4, Shaun A. Marcott3, Alan C. Mix3, Zhengyu Liu4,5,6, Bette Otto-Bliesner7,
Andreas Schmittner3 & Edouard Bard8

The covariation of carbon dioxide (CO2) concentration and temperature in Antarctic ice-core records suggests a close
link betweenCO2 and climate during the Pleistocene ice ages. The role and relative importance of CO2 in producing these
climate changes remains unclear, however, in part because the ice-core deuterium record reflects local rather than
global temperature. Here we construct a record of global surface temperature from 80 proxy records and show that
temperature is correlated with and generally lags CO2 during the last (that is, the most recent) deglaciation. Differences
between the respective temperature changes of the Northern Hemisphere and Southern Hemisphere parallel variations
in the strength of the Atlantic meridional overturning circulation recorded in marine sediments. These observations,
together with transient global climate model simulations, support the conclusion that an antiphased hemispheric
temperature response to ocean circulation changes superimposed on globally in-phase warming driven by increasing
CO2 concentrations is an explanation for much of the temperature change at the end of the most recent ice age.

Understanding the causes of the Pleistocene ice ages has been a sig-
nificant question in climate dynamics since they were discovered in
the mid-nineteenth century. The identification of orbital frequencies
in the marine 18O/16O record, a proxy for global ice volume, in the
1970s demonstrated that glacial cycles are ultimately paced by astro-
nomical forcing1. Initial measurements of air bubbles in Antarctic ice
cores in the 1980s revealed that greenhouse gas concentrations also
increased and decreased over the last glacial cycle2,3, suggesting they
too may be part of the explanation. The ice-core record now extends
back 800,000 yr and shows that local Antarctic temperature was
strongly correlated with and seems to have slightly led changes in
CO2 concentration4. The implication of this relationship for under-
standing the role of CO2 in glacial cycles, however, remains unclear.
For instance, proxy data have variously been interpreted to suggest
that CO2 was the primary driver of the ice ages5, a more modest
feedback onwarming6,7 or, perhaps, largely a consequence rather than
cause of past climate change8. Similarly, although climate models
generally require greenhouse gases to explain globalization of the
ice-age signal, they predict a wide range (one-third to two-thirds) in
the contribution of greenhouse gases to ice-age cooling, with addi-
tional contributions from ice albedo and other effects9,10. Moreover,
models have generally used prescribed forcings to simulate snapshots
in time and thus by design do not distinguish the timing of changes in
various forcings relative to responses.
Global temperature reconstructions and transient model simula-

tions spanning the past century andmillenniumhave been essential to
the attribution of recent climate change, and a similar strategy would
probably improve our understanding of glacial cycle dynamics. Here
we use a network of proxy temperature records that provide broad
spatial coverage to show that global temperature closely tracked the

increase in CO2 concentration over the last deglaciation, and that
variations in the Atlantic meridional overturning circulation
(AMOC) caused a seesawing of heat between the hemispheres,
supporting an early hypothesis that identified potentially important
roles for these mechanisms11. These findings, supported by transient
simulations with a coupled ocean–atmosphere general circulation
model, can explain the lag of CO2 behind Antarctic temperature in
the ice-core record and are consistent with an important role for CO2

in driving global climate change over glacial cycles.

Global temperature
We calculate the area-weighted mean of 80 globally distributed, high-
resolution proxy temperature records to reconstruct global surface
temperature during the last deglaciation (Methods and Fig. 1). The
global temperature stack shows a two-step rise, with most warming
occurring during and right after the Oldest Dryas and Younger Dryas
intervals and relatively little temperature change during the Last
Glacial Maximum (LGM), the Bølling–Allerød interval and the early
Holocene epoch (Fig. 2a). The atmospheric CO2 record from the
EPICA Dome C ice core12, which has recently been placed on a more
accurate timescale13, has a similar two-step structure and is strongly
correlated with the temperature stack (r25 0.94 (coefficient of deter-
mination), P5 0.03; Fig. 2a).
Lag correlations quantify the timing of change in the temperature

stack relative to CO2 from 20–10 kyr ago, an interval that spans the
period during which low LGM CO2 concentrations increased to
almost pre-industrial values. Our results indicate that CO2 probably
leads global warming over the course of the deglaciation (Fig. 2b). A
comparison of the global temperature stack with Antarctic temper-
ature provides further support for this relative timing, in showing that

1Department of Earth and Planetary Sciences, Harvard University, Cambridge, Massachusetts 02138, USA. 2Lamont-Doherty Earth Observatory, Columbia University, Palisades, New York 10964, USA.
3College of Earth, Ocean, and Atmospheric Sciences, Oregon State University, Corvallis, Oregon 97331, USA. 4Center for Climatic Research, University of Wisconsin, Madison, Wisconsin 53706, USA.
5Department of Atmospheric and Oceanic Sciences, University of Wisconsin, Madison, Wisconsin 53706, USA. 6Laboratory for Ocean-Atmosphere Studies, Peking University, Beijing 100871, China.
7Climate andGlobal Dynamics Division, National Center for Atmospheric Research, Boulder, Colorado 80307-3000, USA. 8CEREGE, Collège de France, CNRS-Université Aix-Marseille, Europole de l’Arbois,
13545 Aix-en-Provence, France.
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Collapse of polar ice sheets during the stage 11
interglacial
Maureen E. Raymo1 & Jerry X. Mitrovica2

Contentious observations of Pleistocene shoreline features on the
tectonically stable islands of Bermuda and the Bahamas have
suggested that sea level about 400,000 years ago was more than 20
metres higher than it is today1–4. Geochronologic and geomorphic
evidence indicates that these features formed during interglacial
marine isotope stage (MIS) 11, an unusually long interval of warmth
during the ice age1–4. Previous work has advanced two divergent
hypotheses for these shoreline features: first, significant melting of
the East Antarctic Ice Sheet, in addition to the collapse of the West
Antarctic Ice Sheet and the Greenland Ice Sheet1–3; or second,
emplacement by a mega-tsunami during MIS 11 (ref. 4, 5). Here
we show that the elevations of these features are correcteddownwards
by 10metres whenwe account for post-glacial crustal subsidence of
these sites over the course of the anomalously long interglacial. On
the basis of this correction, we estimate that eustatic sea level rose to
6–13m above the present-day value in the second half of MIS 11.

This suggests that both the Greenland Ice Sheet and the West
Antarctic Ice Sheet collapsed during the protracted warm period
while changes in the volume of the East Antarctic Ice Sheet were
relatively minor, thereby resolving the long-standing controversy
over the stability of the East Antarctic Ice Sheet during MIS 11.
The stability of ice sheets in the face of continuing global warming is

an issue of significant societal concern. Satellite gravity measurements
indicate that the Greenland Ice Sheet (GIS) and theWest Antarctic Ice
Sheet (WAIS), the two ice sheets most susceptible to climate change,
are experiencing a net mass loss6–9, with evidence of an accelerating
pace9–12. In contrast, the current mass balance of the much larger East
Antarctic Ice Sheet (EAIS) is uncertain, even in sign6,9, though a recent
study11 has inferred EAIS mass loss localized to coastal regions. This
uncertainty about the stability of the EAIS in a progressively warming
world has been a keymotivation for studies of the palaeoclimate record
during past warm intervals.
One such study, a statistical analysis of widely distributed sea-level

markers related to the last interglacial (MIS 5e; about 120,000 years ago),
concluded with 95% confidence that eustatic sea level (ESL; defined as
the globally averaged sea-level change) was.6.6m higher during MIS
5e than at the present day, and with 66% confidence that ESL was
.8.0m higher13. (This inference, higher than earlier estimates14, is
supported by a recent analysis of MIS 5e sea-level records from
Florida15.) Estimates of the ESL rise associated with collapse of polar
ice sheets range from 3.4m (ref. 16) to 7m for the GIS, and from 3.2m
(ref. 17) to 5m for the WAIS, where the upper bounds refer to the
complete disappearance of the ice sheet. Thus, whereas the estimate of
peak ESL during MIS 5e implies significant collapse of both the GIS
and theWAIS, it also implies that the EAIS remained relatively stable.
It is within this context of assessing potential future instability of the

EAIS that the sea-level highstand features found at ,20m (here and
elsewhere, height above present-day sea level is meant) in Bermuda
and the Bahamas, and which formed during the MIS 11 interglacial
(,424–395 kyr ago), have taken on great significance.MIS 11 spanned
two precession cycles and was the longest interglacial of the past

500 kyr (refs 18, 19), including the current interglacial MIS 1 (Fig. 1)
and MIS 5e (Supplementary Fig. 4). If the ESL during the MIS 11
interglacial peaked at a level 20m higher than today1–3, then at least
8m of that rise must have come from melting of the EAIS. Geologic
evidence for a ,20-m sea-level highstand in Bermuda and the
Bahamas is convincing. In Bermuda, reasonably well-dated deposits
with thalassinidean shrimp burrows, foraminifera, and gastropods
characteristic of littoral and intertidal environments constrain relative
sea level at 21.36 1.0m duringMIS 11 (refs. 2, 3). On Eleuthera, in the
Bahamas, a gently sloping erosion surface capped with fenestrae-rich
intertidal beach deposits provides a maximum sea-level estimate of
206 3m, and the occurrence of pendant fibrous cements suggests a
minimum sea level of 176 2m (we will henceforth quote a sea-level
estimate of 18.56 3.6m for this site); multiple datingmethods suggest
that these deposits were formed during MIS 11 (ref. 1).
How do these observations compare to other MIS 11 sea-level

indicators or proxies? In a recent survey of MIS 11 sea-level records
worldwide (most of which are located in tectonically active regions),
Bowen5 estimated peakMIS 11 sea level using a range of tectonic uplift

1Lamont-Doherty EarthObservatory, ColumbiaUniversity, POBox1000, 61Route 9W, Palisades,NewYork 10964,USA. 2Department of Earth andPlanetarySciences, HarvardUniversity, 20OxfordStreet,
Cambridge, Massachusetts 02138, USA.
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Figure 1 | Comparison of the duration of the MIS 11 and MIS 1
interglacials. Plot of the LR04 benthic oxygen isotope stack28 (left-hand
vertical axis) over a timewindow spanning theMIS 11 (blue; bottom time scale)
andMIS 1 (red; top time scale) interglacials. The mean standard error on d18O
in the LR04 stack is 0.06% with an age error of 64 kyr for the intervals
considered here. The juxtaposition illustrates the significantly longer duration
of maximum interglacial conditions during MIS 11 relative to MIS 1. ESL
associated with the model ice history used to calculate GIA effects during MIS
11 is shown by dashed line (right-hand vertical axis). Note the hiatus in model
ice volume changes from 410 to 401 kyr ago (black bar). An analogous
comparison between the duration of MIS 11 with MIS 5e can be found in
Supplementary Fig. 4.
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Unprecedented Arctic ozone loss in 2011
Gloria L. Manney1,2, Michelle L. Santee1, Markus Rex3, Nathaniel J. Livesey1, Michael C. Pitts4, Pepijn Veefkind5,6, Eric R. Nash7,
Ingo Wohltmann3, Ralph Lehmann3, Lucien Froidevaux1, Lamont R. Poole8, Mark R. Schoeberl9, David P. Haffner7,
Jonathan Davies10, Valery Dorokhov11, Hartwig Gernandt3, Bryan Johnson12, Rigel Kivi13, Esko Kyrö13, Niels Larsen14,
Pieternel F. Levelt5,6,15, Alexander Makshtas16, C. Thomas McElroy10, Hideaki Nakajima17, Maria Concepción Parrondo18,
David W. Tarasick10, Peter von der Gathen3, Kaley A. Walker19 & Nikita S. Zinoviev16

Chemical ozone destruction occurs over both polar regions in localwinter–spring. In the Antarctic, essentially complete
removal of lower-stratospheric ozone currently results in an ozone hole every year, whereas in the Arctic, ozone loss is
highly variable and has until now beenmuchmore limited. Here we demonstrate that chemical ozone destruction over
the Arctic in early 2011 was—for the first time in the observational record—comparable to that in the Antarctic ozone
hole. Unusually long-lasting cold conditions in the Arctic lower stratosphere led to persistent enhancement in
ozone-destroying forms of chlorine and to unprecedented ozone loss, which exceeded 80 per cent over 18–20
kilometres altitude. Our results show that Arctic ozone holes are possible even with temperatures much milder than
those in the Antarctic. We cannot at present predict when such severe Arctic ozone depletion may be matched or
exceeded.

Since the emergence of the Antarctic ‘ozone hole’ in the 1980s1 and
elucidation of the chemical mechanisms2–5 and meteorological con-
ditions6 involved in its formation, the likelihood of extreme ozone
depletion over the Arctic has been debated. Similar processes are at
work in the polar lower stratosphere in both hemispheres, but differ-
ences in the evolution of the winter polar vortex and associated polar
temperatures have in the past led to vastly disparate degrees of spring-
time ozone destruction in the Arctic and Antarctic. We show that
chemical ozone loss in spring 2011 far exceeded any previously
observed over the Arctic. For the first time, sufficient loss occurred
to reasonably be described as an Arctic ozone hole.

Arctic polar processing in 2010–11
In the winter polar lower stratosphere, low temperatures induce
condensation of water vapour and nitric acid (HNO3) into polar
stratospheric clouds (PSCs). PSCs and other cold aerosols provide
surfaces for heterogeneous conversion of chlorine from longer-lived
reservoir species, such as chlorine nitrate (ClONO2) and hydrogen
chloride (HCl), into reactive (ozone-destroying) forms, with chlorine
monoxide (ClO) predominant in daylight5,7.
In the Antarctic, enhanced ClO is usually present for 4–5months

(through to the end of September)8–11, leading to destruction of most
of the ozone in the polar vortex between ,14 and 20 km altitude7.
Although ClO enhancement comparable to that in the Antarctic
occurs at some times and altitudes in most Arctic winters9, it rarely
persists for more than 2–3months, even in the coldest years10. Thus
chemical ozone loss in the Arctic has until now been limited, with
largest previous losses observed in 2005, 2000 and 19967,12–14.
The 2010–11 Arctic winter–spring was characterized by an

anomalously strong stratospheric polar vortex and an atypically long
continuously cold period. In February–March 2011, the barrier to

transport at the Arctic vortex edge was the strongest in either hemi-
sphere in the last ,30 years (Fig. 1a, Supplementary Discussion).
The persistence of a strong, cold vortex from December through to

the end of March was unprecedented. In the previous years with most
ozone loss, temperatures (T) rose above the threshold associated with
chlorine activation (Tact, near 196K, roughly the threshold for the
potential existence of PSCs) by early March (Fig. 1b, Supplementary
Figs 1, 2). Only in 2011 and 1997 have Arctic temperatures below Tact
persisted through to the end of March, sporadically approaching a
vortex volume fraction similar in size to that in someAntarctic winters
(Fig. 1b). In 1996–97, however, the cold volume remained very limited
until mid-January and was smaller than that in 2011 at most times
during late January through to the end of March (Fig. 1b, Supplemen-
tary Figs 1, 2).
Daily minimum temperatures in the 2010–11 Arctic winter were

not unusually low, but the persistently cold region was remarkably
deep (Supplementary Figs 1, 2). Temperatures were below Tact for
more than 100 days over an altitude range of,15–23 km, compared
to a similarly prolonged cold period over only,20–23 km altitude in
1997; below,19 km altitude, T,Tact continued for,30 days longer
in 2011 than in 1997 (Supplementary Fig. 1b). In 2005, the previous
year with largest Arctic ozone loss7, T,Tact occurred for more than
100 days over ,17–23 km altitude, but all before early March.
The winter mean volume of air in which PSCs may form (that is,

with T,Tact), Vpsc, is closely correlated with the potential for ozone
loss7,15–17. In 2011, Vpsc (as a fraction of the vortex volume) was the
largest on record (Fig. 1c). Both largeVpsc and cold lingering well into
spring are important in producing severe chemical loss7,15,16, and
2010–11 was the only Arctic winter during which both conditions
have beenmet.Much lower fractionalVpsc in 1997 than in 1996, 2000,
2005 or 2011 (Fig. 1c) is consistent with less ozone loss that year16,17.

1Jet Propulsion Laboratory, California Institute of Technology, Pasadena, California 91109, USA. 2New Mexico Institute of Mining and Technology, Socorro, New Mexico 87801, USA. 3Alfred Wegener
Institute for Polar and Marine Research, D-14473 Potsdam, Germany. 4NASA Langley Research Center, Hampton, Virginia 23681, USA. 5Royal Netherlands Meteorological Institute, 3730 AE De Bilt, The
Netherlands. 6Delft University of Technology, 2600GADelft, TheNetherlands. 7Science Systems and Applications, Inc., Lanham,Maryland 20706, USA. 8Science Systems and Applications, Inc., Hampton,
Virginia 23666, USA. 9Science and Technology Corporation, Lanham, Maryland 20706, USA. 10Environment Canada, Toronto, Ontario, CanadaM3H 5T4. 11Central Aerological Observatory, Dolgoprudny
141700, Russia. 12NOAA Earth System Research Laboratory, Boulder, Colorado 80305, USA. 13Arctic Research Center, Finnish Meteorological Institute, 99600 Sodankylä, Finland. 14Danish Climate
Center, Danish Meteorological Institute, DK-2100 Copenhagen, Denmark. 15Eindhoven University of Technology, 5600 MB Eindhoven, The Netherlands. 16Arctic and Antarctic Research Institute, St
Petersburg 199397, Russia. 17National Institute for Environmental Studies, Tsukuba-city, 305-8506, Japan. 18National Institute for Aerospace Technology, 28850Torrejón De Ardoz, Spain. 19University of
Toronto, Toronto, Ontario, Canada M5S 1A7.
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Recent contributions of glaciers and ice caps to sea
level rise
Thomas Jacob1{, John Wahr1, W. Tad Pfeffer2,3 & Sean Swenson4

Glaciers and ice caps (GICs) are important contributors to present-
day global mean sea level rise1–4. Most previous global mass balance
estimates for GICs rely on extrapolation of sparse mass balance
measurements1,2,4 representing only a small fraction of the GIC
area, leaving their overall contribution to sea level rise unclear.
Here we show that GICs, excluding the Greenland and Antarctic
peripheral GICs, lost mass at a rate of 1486 30Gt yr21 from
January 2003 toDecember 2010, contributing 0.416 0.08mmyr21

to sea level rise. Our results are based on a global, simultaneous
inversion of monthly GRACE-derived satellite gravity fields, from
which we calculate the mass change over all ice-covered regions
greater in area than 100 km2. The GIC rate for 2003–2010 is about
30 per cent smaller than the previous mass balance estimate that
most closely matches our study period2. The high mountains of
Asia, in particular, show a mass loss of only 46 20Gt yr21 for
2003–2010, compared with 47–55Gt yr21 in previously published
estimates2,5. For completeness, we also estimate that the Greenland
and Antarctic ice sheets, including their peripheral GICs, con-
tributed 1.066 0.19mmyr21 to sea level rise over the same time
period. The total contribution to sea level rise from all ice-covered
regions is thus 1.486 0.26mmyr21, which agrees well with inde-
pendent estimates of sea level rise originating from land ice loss and
other terrestrial sources6.
Interpolation of sparse mass balance measurements on selected

glaciers is usually used to estimate global GIC mass balance1,2,4.
Models are also used3,7, but these depend on the quality of input
climate data and include simplified glacial processes. Excluding
Greenland and Antarctic peripheral GICs (PGICs), GICs have
variously been reported to have contributed 0.43–0.51mmyr21 to
sea level rise (SLR) during 1961–20043,7,8, 0.77mmyr21 during
2001–20048, 1.12mmyr21 during 2001–20051 and 0.95mmyr21 during
2002–20062.
The Gravity Recovery and Climate Experiment (GRACE) satellite

mission9 has provided monthly, global gravity field solutions since
2002, allowing users to calculate mass variations at the Earth’s sur-
face10. GRACE has been used to monitor the mass balance of selected
GIC regions11–14 that show large ice mass loss, as well as of Antarctica
and Greenland15.
Here we present a GRACE solution that details individual mass

balance results for every region of Earth with large ice-covered areas.
The main focus of this paper is on GICs, excluding Antarctic and
Greenland PGICs. For completeness, however, we also include results
for the Antarctic and Greenland ice sheets with their PGICs. GRACE
does not have the resolution to separate the Greenland and Antarctic
ice sheets from their PGICs. All results are computed for the same 8-yr
time period (2003–2010).
To determine losses of individual GIC regions, we cover each region

with one or more ‘mascons’ (small, arbitrarily defined regions of
Earth) and fit mass values for each mascon (ref. 16 and Supplemen-
tary Information) to the GRACE gravity fields, after correcting for

hydrology and for glacial isostatic adjustment (GIA) computed using
the ICE-5G deglaciationmodel.We use 94monthly GRACE solutions
from the University of Texas Center for Space Research, spanning
January 2003 to December 2010. The GIA corrections do not include
the effects of post-Little Ice Age (LIA) isostatic rebound, which we
separately evaluate and remove. All above contributions and their
effects on the GRACE solutions are discussed in Supplementary
Information.
Figure 1 shows mascons for all ice-covered regions, constructed

from the Digital Chart of the World17 and the Circum-Arctic Map
of Permafrost and Ground-Ice Conditions18. Each ice-covered region
is chosen as a single mascon, or as the union of several non-overlapping
mascons. We group 175 mascons into 20 regions. Geographically iso-
lated regions with glacierized areas less than 100 km2 in area are
excluded. Because GRACE detects total mass change, its results for
an ice-covered region are independent of the glacierized surface area
(Supplementary Information).
Mass balance rates for each region are shown in Table 1 (see

Supplementary Information for details on the computation of the rates
and uncertainties). We note that Table 1 includes a few positive rates,
but none are significantly different from zero. We also performed an
inversion with GRACE fields from the GFZ German Research Centre
for Geosciences and obtained results that agreed with those from the
Center for Space Research (Table 1) to within 5% for each region.
The results inTable 1 are in general agreementwithpreviousGRACE

studies for the large mass loss regions of the Canadian Arctic12 and
Patagonia11, as well as for the Greenland and Antarctic ice sheets with

1Department of Physics and Cooperative Institute for Environmental Studies, University of Colorado at Boulder, Boulder, Colorado 80309, USA. 2Institute of Arctic and Alpine Research, University of
Colorado atBoulder, Boulder, Colorado80309,USA. 3Department of Civil, Environmental, andArchitectural Engineering,University of Colorado at Boulder, Boulder, Colorado80309, USA. 4National Center
for Atmospheric Research, Boulder, Colorado 80305, USA. {Present address: Bureau de Recherches Géologiques et Minières, Orléans 45060, France.
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Figure 1 | Mascons for the ice-covered regions considered here. Each
coloured region represents a single mascon. Numbers correspond to regions
shown in Table 1. Regions containingmore than onemascon are outlined with
a dashed line.
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Aerosols implicated as a prime driver of
twentieth-century North Atlantic climate variability
Ben B. B. Booth1, Nick J. Dunstone1*, Paul R. Halloran1*, Timothy Andrews1 & Nicolas Bellouin1

Systematic climate shifts have been linked to multidecadal variability
in observed sea surface temperatures in the North Atlantic Ocean1.
These links are extensive, influencinga rangeof climateprocesses such
as hurricane activity2 andAfrican Sahel3–5 and Amazonian5 droughts.
The variability is distinct from historical global-mean temperature
changes and is commonly attributed to natural ocean oscilla-
tions6–10. A number of studies have provided evidence that aerosols
can influence long-term changes in sea surface temperatures11,12,
but climate models have so far failed to reproduce these inter-
actions6,9 and the role of aerosols in decadal variability remains
unclear. Here we use a state-of-the-art Earth system climate model
to show that aerosol emissions and periods of volcanic activity
explain 76 per cent of the simulated multidecadal variance in
detrended 1860–2005 North Atlantic sea surface temperatures.
After 1950, simulated variability is within observational estimates;
our estimates for 1910–1940 capture twice the warming of previous
generation models but do not explain the entire observed trend.
Otherprocesses, such as ocean circulation,may also have contributed
to variability in the early twentieth century.Mechanistically, we find
that inclusion of aerosol–cloud microphysical effects, which were
included in few previous multimodel ensembles, dominates the
magnitude (80 per cent) and the spatial pattern of the total surface
aerosol forcing in the North Atlantic. Our findings suggest that
anthropogenic aerosol emissions influenced a range of societally
important historical climate events such as peaks in hurricane
activity and Sahel drought. Decadal-scale model predictions of
regional Atlantic climate will probably be improved by incorporat-
ing aerosol–cloud microphysical interactions and estimates of
future concentrations of aerosols, emissions of which are directly
addressable by policy actions.
An understanding of North Atlantic sea surface temperature

(NASST) variability is critical to society because historical Atlantic
temperature changes are strongly linked to the climate, and its impacts,
in neighbouring continental regions. For example, strong links
between NASST variability and periods of African Sahel drought are
found in observations4,13 and physical climate models3,5,14. Similar
covariation between NASSTs and rainfall in eastern South America
has been found5, as have links to changes in both mean rainfall15 and
rainfall extremes16, Atlantic hurricane activity2,10,14 and European
summer climate8. These changes are not solely limited to the regions
bordering theAtlantic, but also have links to Indianmonsoon rainfall14,
Arctic and Antarctic temperatures17, Hadley circulation1, El Niño/
Southern Oscillation18 and relationships between El Niño/Southern
Oscillation and the Asian monsoon19.
A link between multidecadal variability in NASST and circulation

changes internal to the ocean was first proposed in 1964 (ref. 20) and
later named the Atlantic Multidecadal Oscillation21. This variability is
often characterized as the detrended NASST between the equator and
latitude 60uN (longitude 7.5–75uW; ref. 8). Although it has recently
been questioned22, the present consensus remains that most of the
observed Atlantic temperature variations occur in response to the

ocean’s internal variability. This picture emerged from general circula-
tion models, a number of which inherently produce multidecadal
Atlantic variability in the absence of external climate forcing7 and,
when considered together as a multimodel mean, have shown
little evidence of forced changes projecting onto the NASSTs6,9.
Observationally, this interpretation has been accepted because the
Atlantic temperature changes seem to be oscillatory, both around
any secular long-term trend and when calculated as anomalies from
the global-mean change.
Motivated by the recent identification of the importance of aerosol

process complexity in interhemispheric Atlantic temperature
changes23, apparent aerosol correlation1,11 and volcanic modulation
of Atlantic variability22, we use new general circulation model simula-
tions to questionwhether theCMIP3 (ClimateModel Intercomparison
Project phase 3) models contained the complexity necessary to repres-
ent a forcedAtlanticMultidecadalOscillation7,9.WeuseHadGEM2-ES
(the Hadley Centre Global Environmental Model version 2 Earth
System configuration24), a next-generation CMIP5 (Climate Model
Intercomparison Project phase 5) model, which represents a wider
range of Earth system processes (in particular aerosol interactions25)
than do CMIP3 models.
To separate internal variability from forced changes, we present

climate model ensemble-mean NASSTs, averaged over parallel model
simulations started from different initial conditions26. If external
forcing dominates the NASST evolution then ensemble members will
evolve in phase and thus combine to produce a robust ensemble-mean
response. If internal ocean dynamics dominate then each member will
evolve separately and the resulting ensemble mean will show little
residual variation around the underlying warming trend. This
approach allows identification of physical mechanisms linking forced
changes to Atlantic temperatures and was used in previous CMIP3
studies6,9.
In Fig. 1a, we reproduce the multimodel-mean NASST response of

the six CMIP3 models used in ref. 9 (ENS1, blue) and the eleven
models used in ref. 6 (ENS2, green) (Supplementary Table 2). The
observations (Fig. 1) show marked multidecadal variations. The
multimodel-mean responses in both ENS1 and ENS2 do capture the
underlying trend through the century; they capture only weak multi-
decadal variability. For example, the ensembles’ 1950–1975 cooling is
only a small fraction of the observed value (Fig. 1a and Supplementary
Fig. 4). Therefore, the unexplained multidecadal signal was previously
attributed to internal ocean variability6,9.
By contrast, HadGEM2-ES (Fig. 1b) reproduces much more of the

observed NASST variability (correlation, 0.65; 75% of detrended
standard deviation (smoothed over 10-yr intervals to highlight multi-
decadal component)). The post-1950s cooling and subsequent warm-
ing now falls within the observed trends (Supplementary Table 1).
Observed warming in the earlier period (1910–1940) is larger than
simulated by HadGEM2-ES (Fig. 1b and Supplementary Table 1);
however, these new simulations capture roughly twice the early-
twentieth-century warming of previous CMIP3 generation models.

*These authors contributed equally to this work.

1Met Office Hadley Centre, FitzRoy Road, Exeter EX1 3PB, UK.
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