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ABSTRACT

This study is motivated by Arctic Ocean observations of sub–mixed layer eddies found at large distances

from their assumed formation region of a surface ocean front. Eddy formation is explored through high-

resolution numerical simulations of surface fronts, separating twomixed layers, with a range of configurations

similar to those observed in the Arctic Ocean. This study finds that frontal instabilities lead to the de-

velopment of self-propagating dipoles, which have the potential to propagate far from the front if interactions

with other eddies are avoided. However, most dipoles are unbalanced, consisting of a dominating surface

cyclone and a weaker anticyclone below, and thus propagate on curved trajectories with eventual re-

circulation back to the front. Their maximum separation distance from the front depends on the ratio of self-

advecting velocities �; balanced dipoles that have � ’ 1, and the ability to propagate far from the front. For

dipoles generated numerically, this study estimates � using analytical solutions of a 2½-layer quasigeostrophic

model for Gaussian vortices. The distribution of the ratio � for these dipoles is found to be skewed toward

higher values (i.e., cyclones are dominant in dipoles). Sensitivity experiments suggest that shallow fronts that

separate mixed layers of approximately equal depths favor the development of balanced dipoles that can self-

propagate over long distances.

1. Introduction

Instabilities associated with strong upper-ocean fronts

can produce eddies that lead to significant vertical and

lateral property exchanges. Many observational and nu-

merical studies have examined these frontal dynamics,

associated eddy formation, and cross-front exchanges

(e.g., Spall 1995; Spall and Chapman 1998; Lee et al.

2006; Boccaletti et al. 2007; Thomas et al. 2008; Thomas

2008; Herbette et al. 2004). Spall (1995) formulated

a mechanism for eddy formation at meandering upper-

ocean fronts, with low–potential vorticity (PV) water on

the dense side of the front. When the front accelerates

downstream, a compensating ageostrophic cross-front

flow results. The ageostrophic flowwill be convergent on

the dense side of the front, and, by conservation of mass,

a deep cross-front flow will arise from the dense to the

light side in the subsurface layer below the front. Parcels

subducted from a deep surface layer will be character-

ized by anomalously low PV and anticyclonic circulation

to compensate for compression. This process typically

forms a dipole, with anticyclonic vorticity driven by

compression and cyclonic vorticity driven by stretching

in the upper layer as fluid is carried away from the front

(e.g., Spall 1995). Such dipoles have the ability to self-

propagate and can transport anomalous water proper-

ties away from the front. Hogg and Stommel (1985)

termed a pair of upper- and lower-layer eddies of op-

posite sign a ‘‘heton’’ because of the self-propagating

pair’s ability to transport heat. Spall and Chapman

(1998) formulated a theoretical relationship between

the magnitude of eddy density flux across a surface front

and the frontal parameters, under the assumption that

the transport is produced by baroclinic eddy pairs [see

also Pedlosky (1985)]. They argue that this flux is pro-

portional to the self-propagation speed of the dipole;

their numerical model results confirm that cross-front

exchanges are mainly via self-propagating eddy pairs.

Hetons are also known to play an important role in

transferring heat away from localized convection re-

gions (Legg and Marshall 1993; Legg et al. 1996) and

have been observed to form at oceanic boundary cur-

rents (Morel and McWilliams 2001; de Ruijter et al.

2004; Ahln€as et al. 1987; Carton 2001, 2010; Ch�erubin

et al. 2007) and generated in laboratory experiments in

stratified flows (e.g., van Heijst and Flor 1989; van Heijst
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and Clercx 2009; Voropayev et al. 1991; Stern and

Whitehead 1990; Flierl et al. 1983) and 2D soap films

(e.g., Couder and Basdevant 1986).

The analysis in this paper is motivated by an obser-

vational study of mesoscale eddies in the Arctic Ocean

that are believed to be generated by the instability of an

upper-ocean front (Timmermans et al. 2008). Timmermans

et al. (2008) analyzed ocean temperature and salinity

measurements beneath sea ice cover to identify a large

number of energetic anticyclonic eddies located imme-

diately below the mixed layer (in the upper-Arctic hal-

ocline) in the Arctic Ocean’s Canada Basin (Fig. 1a).

The anticyclones have typical diameters of about 10 km

(Fig. 1b), and strong azimuthal velocities, up to around

30 cm s21. The anomalous water mass signature of

the Arctic eddies suggests that they are generated at

a surface density front observed around ;808N and

extending approximately in the zonal direction (Fig. 1a).

The density front separates two distinct water masses:

a relatively lower-density (fresh) and shallow mixed

layer to the south, and a relatively higher-density (salty)

and deep mixed layer to the north (Fig. 1b). Note that

the surface of the Arctic Ocean beneath sea ice is mostly

at the freezing temperature, so the cooler mixed layer is

to the north. Timmermans et al. (2008) argue that the

mechanism leading to the generation of the anticyclones

is consistent with the mechanism outlined by Spall

(1995).

The sub–mixed layer eddies studied by Timmermans

et al. (2008) are observed at great distances away from

the front where they are purported to originate—up to

500 km (Fig. 1a). The mechanisms that are responsible

for such a separation are not understood as observations

in this region are limited. Here, we propose that eddies

move away from the front as self-propagating dipoles

and we examine the conditions under which this is pos-

sible. Through high-resolution numerical simulations and

idealized analytical models, we examine eddy formation

at unstable upper-ocean fronts, and most importantly,

the conditions under which eddies could propagate away

from the originating front.

The paper is outlined as follows. In the next section

we describe the numerical model employed to simulate

frontal instability and eddy formation, and consider

initial frontal configurations appropriate for the Arctic

case. In section 3, we describe frontal instabilities, slump-

ing, and eddy formation, demonstrating the possibility

that self-propagating dipoles can propagate away from

a slumping front. In section 4, we explore the dynamics

of dipole self-propagation and derive an analytical

expression for the maximum distance a dipole could

travel away from its formation site. The radius of a self-

propagating dipole trajectory depends critically on the

ratio � of translation velocities of each vortex in the di-

pole. Section 5 examines the probability of generation of

nearly balanced dipoles (i.e., � ’ 1), which can self-

advect far from the front. In section 6, guided by the

idealized model predictions, we examine the relation-

ship between initial frontal parameters and the prop-

erties of dipoles generated. Results are summarized

and discussed in section 7.

2. Numerical model setup

The instability of an idealized surface front is simu-

lated numerically with the MIT general circulation

model (Adcroft et al. 2013). This is a primitive equation

ocean model, which we use in its hydrostatic formula-

tion. An f-plane approximation is used for all but one

experiment; the b effect (due to the curvature of the

FIG. 1. (a) Map of the Arctic Ocean’s Canada Basin, showing the

location of a surface front (dotted line) and the location of the sub–

mixed layer eddies (dots) studied by Timmermans et al. (2008); the

eddies are exclusively anticyclones and are believed to originate at

the front. Note that the uneven distribution of eddies in the

southern Canada Basin reflects the distribution of water-column

profiles. (b) Cross sections of potential density (anomaly from

100 kgm23 referenced to the surface) through a typical eddy and

perpendicular to the surface front fmodified from Timmermans

et al. (2008); data are from ice-tethered profilers [www.whoi.edu/

itp; Krishfield et al. (2008); Toole et al. (2011)]g.
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earth) is negligible at the high latitudes of interest. The

model domain is a rectangular prism with dimensions

300 km by 400 km in the horizontal, and 400m in the

vertical. The horizontal resolution of themodel is 0.5 km

and it has 28 levels in the vertical, with resolution

varying from 2.5m at the surface to 200m at the bottom.

The high resolution is required to resolve mesoscale

dynamics with typical values for the deformation radius

of the first baroclinic mode throughout our experiments

ranging from about 3 to 10 km. Horizontal boundary

conditions are periodic in the alongfront direction

(x direction), with free slip and no buoyancy flux at the

north and south boundaries of the domain. A free-slip

condition is applied at the bottom, with no wind or

buoyancy forcing at the surface. The simulations pre-

sented here model the relaxation of a surface density

front from its initial state.

Horizontal viscosity and horizontal tracer diffusivity

are set equal to 2m2 s21, vertical diffusivity to 1025m2 s21,

and a biharmonic viscosity to 105m4 s21—the minimum

values required for numerical stability of the model at

a given resolution. We have tested a range of vertical

and horizontal resolutions as well as various diffusivities

to conclude that the chosen values are sufficient to re-

solve the relevant processes involved in frontal instability

and eddy formation.

a. Initial conditions

The following idealized cross-frontal (y direction)

structure is specified as follows (see Fig. 2):

r2 r05
Dry
4

�
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�
2z1H1
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�
1 1

�
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"
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(see Thomas 2008). Here, Lf is the frontal width; Dry is
the density difference across the upper layer (layer 1 of

thickness H1; Fig. 2), Drz is the density difference

across the underlying layer (layer 2 of thickness H2

on the light side of the front), and r0 5 1023 kgm23 is

a reference density; dh 5 5m is the thickness of the

pycnocline separating the layers;L is the domain size in

the cross-frontal direction; and H is the Heaviside step

function. The initial frontal structure is uniform in the

x direction.

The initial elevation of the free surface h and velocity

profiles (U, V) are calculated using the thermal wind

balance, and assuming a level of nomotion at the bottom

of the domain:
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1
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U(y, z)5
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r

›r

›y
dz, and V( y, z)5 0, (3)

where f is the Coriolis parameter, and H 5 400m is

the total depth of the domain. Small-amplitude random

perturbations (white noise) are superimposed on the

initial density distribution to initiate frontal instability.

For each set of initial conditions, we perform at least six

simulations with different perturbation field realizations

to improve the reliability of eddy statistics. This is an

alternative to having a wider model domain in the along-

front direction; with typical frontalmeanders having about

10-km-length scales, six experiments allows for the simu-

lation of hundreds of frontal meanders. Numerical calcu-

lations are performed for 70model days (1 day’ 2 inertial

periods), which is sufficient for the instabilities to sub-

stantially run down the front.

The key parameters prescribing the front areH1,2, Lf,

and Dry (Drz is less important). The relevant nondi-

mensional parameters are

Ro5
g01H1

f 2L2
f

and Bu5
g0(H11H2)

f 2L2
f

, (4)

where the Rossby number Ro (related to the baroclinic

component of the flow) characterizes the relative

FIG. 2. Schematic illustrating an initial frontal configuration,

approximately corresponding to the Arctic front (Fig. 1). (top) The

elevation of the free surface (i.e., h) across the front. (bottom)

Black contours showing isopycnals spaced by 0.125 kgm23; the two

thick black contours are isopycnals r15 23.5 and r25 24.25 kgm23

(anomalies from 1000kgm23) and the dashed contours denote the

alongfront velocity with 2 cms21 contour spacing and a maximum

contour of 7 cms21.
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importance of Coriolis to inertial terms in the momen-

tum equation, and the Burger number Bu (5R2
d/L

2
f )

characterizes the width of the front compared to the

baroclinic deformation radius Rd 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g01(H1 1H2)

p
/f

(with reduced gravity g01 5 gDry/r0). The remaining

dimensionless parameter is the frontal aspect ratio

(H1 1 H2)/Lf.

For the Arctic front (Fig. 1b), g01 ’ 0:01, H1 ’ 30m,

H2 ’ 20m, f 5 1.4 3 1024 s21, and Lf ’ 10 km, giving

Ro ’ 0.15, Bu ’ 0.25, and Rd ’ 5 km (experiment 3;

Table 1). In section 6, we investigate whether and how

the properties of generated dipoles depend on the initial

frontal configuration by simulating the evolution for a

range of initial conditions as outlined in Table 1.

b. Methods

We approximate the three-dimensional output of the

numerical model as three two-dimensional layers. The

layers are separated by isopycnals: 23.5 and 24.25 kgm23

(Fig. 2), except for experiments 14 and 15 (Table 1).

Note that the thickness of the bottom layer is relatively

large and for simplicity of the analysis, we consider it

to be motionless (i.e., 2½-layer dynamics). For a given

layer, we calculate its thickness h and the vertically

averaged velocity field (U,V) in the layer. This is

similar to splitting the fluid motion into contributions

from the first and second baroclinic modes. In nu-

merical experiments the vertical stratification is dif-

fusing with time, thus slightly altering the vertical

structure of the baroclinic modes; however, its general

shape is preserved making the splitting into layers

a useful simplification.

We use these two-dimensional velocities, along with

layer thicknesses, to compute a diagnostic for the flow

dynamics—the potential vorticity Q:

Q5
z1 f

h
and z5

›V

›x
2

›U

›y
, (5)

where z is the relative vorticity. The analytical model of

eddies presented in section 4 uses the linear quasigeo-

strophic equations, and the linearized version of the PV

anomaly with respect to the background is computed as

Q0 5
z

h
2
f h0

h2
, (6)

where h represents the mean layer thickness of the sur-

rounding fluid, and h0 is the perturbation from that mean.

On short time scales, dissipative processes such as

momentum and tracer diffusivity have a negligible

effect on the first-order dynamics, and the subducted

parcels preserve their initial PV thus making this

quantity a suitable water mass tracer (see, e.g., Spall

1995). On time scales on the order of months, vertical

diffusivity acts to dissipate the PV anomalies associated

with eddies.

3. Frontal instabilities and dipole formation

a. Slumping

We begin with a description of the evolution of the

front as the model progresses (Fig. 3). Instabilities and

eddies release potential energy and slump the front.

After ;20 inertial periods (IPs) from the beginning of

the simulation instabilities with the shortest resolved

wavelengths are observed, these grow to form eddies

that are generated on top of slower-growing mesoscale

instabilities having length scales of a few tens of kilo-

meters (see, e.g., Stone 1966; Boccaletti et al. 2007; Fox-

Kemper et al. 2008; Lapeyre et al. 2006; Sakai 1989).

At about 50 IP, the mesoscale instabilities are fully

developed while the smaller scales are mostly absent

(Fig. 3). An inverse cascade of energy to larger scales

(Rhines 1979; Smith and Vallis 2001) is clearly present

in the simulations (Fig. 4a), with the length scales of

the dominant perturbations increasing linearly with time

(Fig. 4b). The increase in length scale of the dominant

perturbations is a result of two processes: merger of

eddies of the same vorticity sign (Fig. 4c) and the

fact that longer wavelength meanders have slower

growth rates (e.g., Eady 1949). Several studies have

addressed the details of dipole–dipole interaction (e.g.,

Sokolovskiy and Verron 2000; Reinaud and Carton

TABLE 1. Frontal configurations investigated in the numerical

experiments with the experiment runs provided in the first column

on the rhs. Parameters are defined in the text. Experiment 4b used

b 5 10211 s21m21.

H1 (m) H2 (m) g01 (m s22) Lf (km) Ug (cm s21) Ro Bu

1 20 30 0.01 10 7.0 0.10 0.25

2 25 30 0.01 10 8.8 0.12 0.25

3 30 20 0.01 10 10.5 0.15 0.25

4b 30 20 0.01 10 10.5 0.15 0.25

5 35 15 0.01 10 12.3 0.17 0.25

6 40 10 0.01 10 14.0 0.20 0.25

7 35 65 0.01 10 12.3 0.17 0.50

8 35 165 0.01 10 12.3 0.17 1.00

9 20 5 0.01 10 7.0 0.1 0.13

10 80 20 0.01 10 28.0 0.4 0.50

11 30 20 0.01 5 21.0 0.6 1.00

12 30 20 0.01 20 5.3 0.04 0.06

13 30 20 0.01 40 2.6 0.01 0.02

14 30 20 0.04 10 42.0 0.15 1.00

15 30 20 0.0025 10 2.6 0.15 0.06
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2009; Voropayev et al. 1991), with dipole instabilities

also known to lead to splitting of a single dipole (Reinaud

and Carton 2009).

The evolution of the frontal-slumping region (Fig. 4b)

is estimated by calculating the width in the cross-front

direction of an interval over which the eddy kinetic

energy is at least 60% of its maximum value (corre-

sponding to two standard deviations of a Gaussian fit).

Initially, the frontal width is larger than the scale of

dominant perturbations, corresponding tomultiple eddies

forming within the frontal region (Fig. 4b). After about

10 days, the frontal width is the same size as the scale of

dominant eddies and the two grow at the same rate. The

width increases with time almost linearly, which corre-

sponds to growth of the energetic area by merger of

vortex dipoles [see Carton (2001), and references therein].

The slumping speed poses a significant constraint on the

probability of eddy detachment from the front as slow-

moving eddies are likely to be reincorporated into the

front. This is addressed in section 6.

b. Dipole formation

The simulations show dipoles to be common features,

which are easily identified as PV anomalies of opposite

sign located in different layers and shifted horizontally

from each other (Figs. 5 and 6). In the early stages of

growth of a frontal meander, layer 1 meanders at a dis-

tinctly smaller scale than layer 2; the ratio of scales is

approximately proportional to the ratio of the first to

second baroclinic deformation radii (see appendix). The

layer-1 meander is offset to the right (east) side of the

layer-2 meander, in the direction of the vertical shear of

the mean front. The layer-1 grows faster than the layer-2

meander and forms a cyclone by pinching off from the

strongly elongated high-PV anomaly water mass. At the

same time, the layer-2 meander grows and as it pene-

trates the shallow side of the front it develops anticy-

clonic vorticity. At this stage, the cyclone in layer 1 has

developed a cyclonic flow field in layer 2 that advects

the anticyclone away from the front [this process of

self-advection of dipole pairs is known as the ‘‘hetonic

mechanism’’ (see, e.g., Gryanik 1983; Gryanik et al.

2006; Hogg and Stommel 1985)]. Note that the upper-

layer cyclonemust be offset horizontally from the lower-

layer anticyclone in the direction of the mean flow,

otherwise the hetonic mechanism would damp the per-

turbation. Ultimately, the layer-2 meander becomes

sufficiently elongated that the anticyclone also pinches

FIG. 3. Plan view of the model domain showing the formation of frontal instabilities as a simulation (with initial conditions corre-

sponding to experiment 5; Table 1) progresses [snapshots are taken onmodel days: 12, 16, 23, 35, 47, and 58 (1 day’ 2 IP)]. Colors indicate

PV [(5)] in layer 2, normalized by the value on the deep side of the front [ f/(H1 1H2)]. Note the formation of dipoles in the early stages,

and later separation of a dipole from the front.
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off. After separation from the front, the PV anomalies

that constitute each eddy adjust to the flow field associ-

ated with these anomalies through nonlinear advection

to eventually form a pair of coherent stable vortices.

Figure 6 illustrates how the cyclone (positive PV anomaly

in layer 1) originates within the frontal outcropping re-

gion (having very high PV) while the anticyclone (neg-

ative PV anomaly in layer 2) originates on the deep (low

PV) side of the front. There is a signature of a weaker

anticyclone located directly below the cyclone. The an-

ticyclonic PV anomaly is created because of a diffusive

spin down of the relative vorticity in the second layer

generated from a cyclone in a first layer. The magnitude

of this effect can be reduced by decreasing horizontal

viscosity, although at the expense of increasing the model

resolution.

The majority of dipoles observed in the numerical

experiments do not evade the influences of the slumping

front and inverse cascade.Most dipoles generated by the

instability recirculate back to the front because of their

curved trajectories and the increasing frontal width.

There are cases, however, where a dipole is observed to

escape the frontal influence (e.g., bottom right in Fig. 3).

The observed self-propagation speed of the detached

dipole in Fig. 3 is ;4 cm s21 [corresponding to about

100 km (month)21]. Attention is focused here on eddies

advected from the side of the front with the deep mixed

layer to the shallower side as these are the eddies rele-

vant to the Arctic Ocean. While numerical simulations

show eddies forming on the deeper side of the front,

these are surface-intensified features and hence would

be dissipated rapidly by mixing processes either of fric-

tional origin due to winds and the motion of sea ice or

due to convection arising from surface buoyancy fluxes.

The sub–mixed layer anticyclones on the shallow side of

the front are likely to be preserved for longer times as

they are insulated from surface processes by the strong

stratification at the base of the mixed layer. We hy-

pothesize here that dipole self-propagation is the key

to understanding the shallow anticyclones observed in

the Arctic Ocean. In the following sections, we examine

what dipole characteristics favor their escape from the

frontal region and whether there are particular frontal

configurations that lead to enhanced production of sep-

arated dipoles.

4. Dipole trajectories

Dipoles are composed of the two dominant PV anom-

alies (cyclonic in layer 1 and anticyclonic in layer 2),

shifted horizontally by a distance D of about one eddy

radius (e.g., Fig. 5). This induces a self-propagation that

can be understood in terms of interactions between the

two vortices—the core of the first vortex is advected by

the velocity field induced by the second vortex and vice

versa (e.g., Saffman 1992).While much progress has been

made in understanding the dynamics of dipoles [see

FIG. 4. (a) Time evolution of the normalized power spectral

density of the free-surface height anomaly along the front. The leg-

end shows time (days) and circles denote the dominant wavenumber.

(b) Frontal width (blue) and the dominant perturbation scale (red)

vs time. (c) Time sequence of PV anomaly in layer 2 demonstrating

the growth of separated eddies through mergers corresponding to

days 30, 35, 44, and 51 for the experiment shown in Fig. 3.
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FIG. 5. (a) PV field in layers 1 (black contours) and 2 (colors) showing the time

evolution of frontal meanders leading to production of a typical dipole corre-

sponding to model days 12, 14, 16, 18, 21, and 35, respectively (Fig. 3). (b) Vertical

section through the center of a typical dipole that clearly escaped the influence of its

originating front (Fig. 3; model day 47). Colors indicate speed (m s21) perpendic-

ular to the section, and contours are isopycnals (with spacing 0.125 kgm23). Note

the effects of vertical mixing as compared to the initial configuration.
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Carton (2001), and references therein], here we develop

a specific formalism that allows us to interpret and an-

alyze modeled frontal instabilities in the context of di-

pole trajectories.

a. Kinematics

To calculate dipole trajectories, consider the constant

translation velocities of each vortex in the dipoleUi (for

i 5 1, 2), defined positively for a cyclone–anticyclone

pair as in Fig. 7. The propagation velocities are directed

perpendicular to the line connecting the centers of the

vortices and thus the separation distance between the

vortices D does not change in time. The kinematic equa-

tions describing the time evolution of center positions

ri 5 (xi, yi) of the vortices are as follows:

_r15
U1

D
k3 (r22 r1) and (7)

_r25
U2

D
k3 (r22 r1) . (8)

Combining these equations yields an oscillator equation

for the separation distance between vortices

(r2 2 r1)
::

1v2(r22 r1)5 0, (9)

where frequency v 5 (U2 2 U1)/D. Thus, in a reference

frame moving with one vortex the other vortex rotates

around it and vice versa; in the special case of balanced

vortices (i.e.,U15U2) they move parallel to each other.

It is useful to define the coordinate of a self-propagating

dipole (the same sign for U1 and U2) as

rc 5
U2r11U1r2
U11U2

, (10)

where rc lies between the two eddies and is an analog

of the center of vorticity for two-dimensional point di-

poles. Its derivative with respect to time defines a dipole

translation speed Ud 5 2U1U2/(U1 1 U2). Obtaining

a solution for r1,2 for an example dipole with a cyclone

and anticyclone initially at (0, 0) and (D, 0), respectively,
we find that the dipole center propagates on a circular

path with coordinates

rc 2 r0c 5 2D
U1U2

U2
2 2U2

1

�
2cos vt

2sin vt

�
, (11)

where r0c is the center of a circle (Fig. 7). Therefore, the

radius of a dipole trajectory R depends critically on the

ratio of vortex propagation velocities �:

R5
2D				�2 1

�

				
and �5

U2

U1

. (12)

The derivation is not only valid forU1 andU2 constant

in time, but also for cases where their ratio � is constant

in time, because the time dependency can be incor-

porated into a rescaled time variable. In this case, the

dipole would move along a circular trajectory with a

time-dependent velocity. This proves to be a useful re-

sult as we observe that the dipole vortices decay in time

(because of diffusion and entrainment) at a similar rate

such that � remains relatively constant.

The radius of the trajectory varies strongly in the re-

gion of � ’ 1 where the dipole trajectory is essentially

a straight line in our finite domain (e.g., Fig. 3, bottom

right). However, for values of � . 1.6 (or � , 0.6) the

radius becomes less than twice the separation distance

D. In this case, the dipole has a strongly curved trajec-

tory, and takes little time to propagate back to its orig-

inating front and be engulfed. The circular trajectories

of dipoles are clearly observed in our numerical simu-

lations, and these paths lead to the majority of initially

detached dipoles being reabsorbed by the front. Thus,

the value of � poses a strong constraint on the probability

for dipole escape far from the front (i.e., R � D).

FIG. 6. Schematic of dipole formation indicating the water mass

origins of the cyclone and anticyclone.

FIG. 7. Schematic indicating the parameters of the dipole. Symbols

shown are as defined and used in the text.
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Because it is not possible to split the velocity field

obtained from the numerical model into advecting con-

tributions from each of the two eddies in a dipole, we

proceed by developing an idealized dynamical model

of the dipole flow field based on PV anomalies of each of

the two eddies. Our aim is to identify factors controlling

the ratio of self-propagating velocities �.

b. Dynamics

It is intuitive that for a given dipole its ratio � should

be determined by the relative strength of the cyclone

and anticyclone as well as the stratification parameters

of the ambient fluid. We thus proceed to derive this

relationship using a quasigeostrophic set of equations

(Pedlosky 1982; Vallis 2006), which is sufficient to rep-

resent the essential dynamical features of dipoles (see,

e.g., Polvani 1991; Flierl et al. 1980; Flierl 1987; Carton

2001; Swaters 1995). Here, we assume 2½-layer dynamics

(i.e., two active layers and a bottom stationary layer)

with eddies in a dipole represented as delta functions

of PV anomalies with magnitudes S1,2 (the point vortex

assumption is relaxed later). We further simplify by

considering the linear quasigeostrophic equations with

the rigid-lid approximation:

=2c11F1(c22c1)5 S1d(r1) and (13)

=2c21F2(c12c2)2F3c25 S2d(r2) , (14)

where c1,2 are the streamfunctions for layers 1 and 2,

respectively, and r1 2 r2 5 D. The stratification param-

eters are

F15
f 2

g01H1

, F2 5
f 2

g01H2

, and F3 5
f 2

g02H2

, (15)

where g01 and g02 denote reduced gravity corresponding

to the density difference across the base of layers 1 and 2,

respectively. It is useful to split the solution to this

equation into two contributions: the circulation u2(r)

that arises in layer 2 because of the vortex in layer 1 that

advects the core of the vortex in layer 2, and similarly the

circulation u1(r) (see the appendix). These velocities are

found to be

u2(r)52S1F2

K1(r/l1)/l12K1(r/l2)/l2
l22
2 2 l22

1

and (16)

u1(r)5 S2F1

K1(r/l1)/l12K1(r/l2)/l2
l22
2 2 l22

1

, (17)

where K1 is the first-order modified Bessel function

of the second kind, and l1,2 are the first and second

baroclinic deformation radii (defined in the appendix).

Bessel functions appear in the solutions because the

equation for the baroclinic mode involves a Laplacian

operator in cylindrical coordinates. In a special case of

F3 5 0, the equation becomes equivalent to a 2-layer

system and would have a barotropic mode with a loga-

rithmic streamfunction profile (1/r velocity decay). In

the case of point vortices, the functional dependence

of the propagating velocities is the same. Note that for

point vortices Ui 5 ui(r 5 D). This allows for a simple

relation for their ratio

�5
S1
S2

H1

H2

. (18)

Thus, for a dipole to propagate far from the front (� close

to unity), its cyclone and anticyclone components should

be balanced in strength expressed in terms of their PV

anomalies scaled by the mean layer thicknesses.

The relation (18) is obtained for point vortices and

provides useful insights; however, numerical simulations

show that PV anomalies of each eddy in a dipole are

better represented with a Gaussian profile (Fig. 8a).

Radially symmetric Gaussian PV anomalies allow for

simplifications and the use of Hankel transformations to

obtain streamfunction profiles [(A24) and the appen-

dix). The analytical model uses the radii andmagnitudes

of the PV anomalies and a separation distance (i.e.,D) to
obtain the velocity profiles for each dipole. Simulations

indicate four PV anomalies (two in each layer) associ-

ated with a single dipole, although the dominating ef-

fects on the velocity field are due to the cyclone in layer 1

and the anticyclone in layer 2 (Figs. 5b, 6, and 8a). This

approximate linear solution agrees reasonably well with

the velocity fields of dipoles in the numerical model,

with the biggest discrepancies in the regions of overlap

between the two vortices in the dipole (Fig. 8). This

disagreement likely arises from comparing the 2½-layer

theory to motions in a continuously stratified fluid. This

is analogous to assuming that all of the motion occurs

in the first and second baroclinic modes, which neglects

contributions from highermodes. Furthermore, we were

able to make use of a fully linearized model by splitting

the full velocity field into two contributions, one from

the cyclone and the other from the anticyclone. This

approximation is likely to have the largest errors in the

overlap region, where due to strong currents the non-

linearities in the PV equations are not insignificant.

Nevertheless, the analytical model results are useful in

that they provide a ratio of self-propagating velocities,

essential for assessing the trajectory of a dipole.

If the sizes of cyclone and anticyclone PV anomalies

are the same within the Gaussian approximation, the
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expression for � is identical to that for point vortices

[(18)], because the solutions for self-propagating veloc-

ities in both layers have the same functional dependence

(the appendix). It should be noted that in the non-

quasigeostrophic simulations, the average size of a

layer-1 cyclone is about 10%–20% smaller than a layer-2

anticyclone because the presence of eddies alters the

background vorticity and layer thickness leading to

smaller deformation radii for cyclones.

Thus, a combination of the idealized dynamic and

kinematic models gives a prediction for the potential

propagation distance of a dipole assuming no interac-

tions with the front or other eddies. A comparison of a

typical model dipole trajectory to a trajectory predicted

by the idealized model based on the observed dipole PV

anomalies (Fig. 8b) indicates generally good agreement

after the initial stages. Note that dipole trajectories are

typically limited to propagate only about a quarter of the

circle that defines their propagation beforemerging with

other eddies or frontal meanders.

5. Probability of balanced dipoles

The essential parameters, � and D, that determine

propagation of a dipole depend upon the characteristics

of the particular frontal meander from which the dipole

was produced. While it is impossible to predict the dy-

namics of each frontal meander produced throughout

the duration of a model run, progress can be made by

assuming that there exists a probability density function

(PDF) for the properties of dipoles shed from a front

having a specified initial frontal configuration.

Themodel runs presented in this section are initialized

by parameters appropriate for the Arctic case (Fig. 1b

and experiment 3 in Table 1). For each model simula-

tion, dipoles are located by making use of the fact that

they are composed of vortices with strong PV anomaly

maxima and minima in layers 1 and 2, respectively.

These PV extrema are offset horizontally by a distance

(i.e., D), which is of a similar magnitude as the charac-

teristic size of each eddy. For the statistics, we choose

only coherent pinched-off dipoles with a life span of at

least ;5 model days. After identifying prominent di-

poles, we fit Gaussian profiles through their PV anomaly

fields (e.g., Fig. 8a). In this way, for each dipole we ob-

tain the strengths of the two vortices Si, their horizontal

length scales si, and a separation distance (i.e, D). The
ratio of velocities (i.e., �) is calculated for each dipole

using the analytical solution with the Gaussian fits (see

the appendix). For most observed dipoles, � falls be-

tween 0.5 and 3, with the PDF centered at ;1.5, im-

plying that there are more eddy pairs where the cyclone

dominates (Fig. 9a). The PDF has a long tail in the dis-

tribution at large ratios, where the cyclone is several

times stronger than the anticyclone. On the small � side,

where the anticyclone in a given dipole is stronger than

the cyclone, there is a sharp cutoff at � ’ 0.6, implying

that there is a limit to the relative strength of an anti-

cyclone in a dipole (Fig. 9a).

FIG. 8. (a) PV anomalies [(6)] across a dipole in layer 1 and 2, and

the corresponding Gaussian fit to individual eddies (black dashed

line). Velocity profiles in layers 1 and 2 across a dipole taken from

the output of the numerical model (solid black) and calculated

using an idealized Gaussian vortex model (dashed gray). (b) An

example dipole trajectory (the normalized PV field in layer 2 is

shown, the initial conditions are experiment 2; Table 1) with the

estimated radius derived from the idealized theoretical model

prediction based on the magnitudes of the dipole PV anomalies.

The crosses show the path of the anticyclone in layer 2 and the circles

show the cyclone in layer 1.
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The imbalance in strengths of eddies that compose

a dipole can be understood by considering the range

of possible PV anomalies for the cyclones and anticy-

clones. The originating front has a top layer that out-

crops to the surface and the PV jump across the front

can be very large (technically, infinite). This means that

water parcels that are transported by meanders from the

immediate frontal region to the light side of the front

could have very large cyclonic PV anomalies (Fig. 6). On

the other hand, in layer 2 there is only a finite PV gra-

dient across the front, which bounds the PV anomaly of

an anticyclone: DPVmax 5 f/(H1 1 H2) 2 f/H2.

The probability of the production of balanced dipoles

(� ’ 1) can be assessed by considering, for example,

dipoles with R . 5D or � 2 [0.82 1.22] (Fig. 9a). We

introduce p 5 P(�: R . 5D) as the probability that di-

poles are balanced (with unbalanced dipoles having

probability 1 2 p), and estimate p as the ratio of the

number of balanced dipoles n to the total number of

dipoles observed N. The standard deviation of such an

estimate is equal to s2
p 5 p(12p)/N (assuming that N is

sufficiently large for the central limit theorem to apply).

The estimated probability is about 0.2 (Fig. 9b), which

means that the majority of dipoles are unbalanced and

cannot separate far from the front. The probability p has

a relatively fast convergence rate; from about 5 to 6 runs

(giving a sample size of about 60 dipoles) are sufficient

to estimate p with 20%–30% error (Fig. 9b).

Even after a balanced dipole is produced, the proba-

bility remains that it will be absorbed by the front because

of interaction with the frontal meanders and other di-

poles. Dipole–dipole interactions often lead to mergers

and the formation of a larger dipole; however, this mech-

anism is not efficient enough to increase the dipole sur-

vival rate. Thus, eddy separation from the front is a rare

event; throughout the range of simulated fronts and

different model realizations we have observed only a

handful of dipoles that were able to clearly escape the

influence of the front. It is notable that escaped dipoles

all have � ’ 1. We next proceed to examine whether

there are particular frontal configurations that are fa-

vorable to the production of balanced dipoles that prop-

agate long distances.

6. Sensitivity of dipole properties to frontal
parameters

Here, we explore the dependence of dipole � values on

the initial frontal configuration from which they were

produced. To begin, we vary the Ro number while

keeping the Bu number fixed (experiments 1–6 in Table 1;

Fig. 10a). This is achieved by varyingH1 from 20 to 40m

in increments of 5m, withH1 1H2 5 50m and all other

parameters fixed. The PDF of � is qualitatively the same

across these parameter ranges (Fig. 10a): there is a peak

at about � 5 1.5, a long tail for values of � . 1, and

a sharp cutoff at about �5 0.5. The estimated probability

for balanced eddy production (as in Fig. 9b) has no ap-

parent dependency on the Ro number, with variations

between runs being within the expected error of the

estimate. One of these experiments (experiment 4,

Table 1) takes into account the b effect using b 5
10211 s21 m21 (corresponding to about 608 latitude;

i.e., stronger than for the Arctic front discussed here).

Here, dipoles are not significantly affected by westward

b drift (e.g., Nof 1981; Killworth 1983) because typical

dipole propagation speeds (a few centimeters per sec-

ond) are much faster than b-induced drift speeds [b drift

is approximately equal to the first-mode baroclinicRossby

wave phase speed ’bR2
d ’ 0:025 cm s21, see Chelton

et al. (2011)]. However, for the frontal conditions ex-

amined here, theb effect appears to produce a slight bias

toward stronger cyclones, thus decreasing the proba-

bility of balanced dipoles (Fig. 10a).

The next set of experiments explores the dependency

on the Bu number while keeping the Ro number fixed,

achieved by varying H2 and keeping all other parame-

ters fixed (experiments 5, 7, and 8, Table 1; Fig. 10b).

IncreasingH2 (i.e., increasing Bu) decreases the relative

PV difference across the front in layer 2, and reduces the

strength of anticyclones in layer 2. The PV distribution

in layer 1 remains the same, with high values in the out-

cropping region. As a result, for a larger Bu, there is

FIG. 9. (a) PDF of � (solid line; left y axis) and dependence ofR/D
on � [(12); dashed line; right y axis]. Bin-size is 0.25. (b) Conver-

gence of the probability of a balanced dipole vs the number of

simulations performed. A total of 115 dipoles were identified in an

ensemble of 12model runs for the frontal configuration 3 (Table 1).
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a larger number of dipoles with dominant surface cy-

clones; the PDF of � has a fatter tail and a peak shifted

toward higher values (Fig. 10b; i.e., the probability of

generating balanced dipoles is reduced). In the first set

of experiments (Fig. 10a), the increase inH1 (withH1 1
H2 fixed) also produced stronger anticyclones, but the

� ratio was not significantly affected because stronger

cyclones (resulting from a faster, deeper jet) were pro-

duced in layer 1 at the same time.

Motivated by these results, we explore further configu-

rations with high Ro/Bu ratios [Ro/Bu5H1/(H11H2)5
0.8; experiments 6, 9, and 10, Table 1] corresponding to

anticyclones formed by strongly squeezing deep mixed

layer waters into a thin layer as water parcels subduct

across the front; such fronts generate relatively strong

anticyclones. In this class of fronts, we investigate �

statistics for shallow/weak fronts (H1 5 20m,H2 5 5m,

and Ro 5 0.1) compared to deep/strong fronts (H1 5
80m, H2 5 20m, and Ro 5 0.4). A shift to lower values

of the peak of the PDF of � and a reduction of the high-�

tail are observed for shallower fronts, both of which lead

to a slightly increased probability p of balanced dipoles

(Fig. 10c). For this frontal configuration, however,

p remains small (similar to Fig. 9b).

These sensitivity estimations indicate that balanced

dipoles are generated across a wide range of frontal

configurations, with varying but nonnegligible proba-

bility. Nonetheless, not all balanced dipoles escape the

influence of a slumping front; most of them do not self-

propagate sufficiently fast to evade merger and recir-

culation processes. We thus assess the distribution of

dipole drift speed Ud with respect to frontal-slumping

speed Us (Fig. 11). The requirement for dipole escape is

Ud.Us/2. The peak in the distribution is around 1 for all

runs; as expected, a large fraction of dipoles have drift

speeds that are comparable to frontal-slumping speeds

because it is the dipoles themselves that influence

frontal slumping. It is important to keep in mind thatUd

is only in the direction of Us in the early stages of dipole

motion. Among the different frontal configurations, the

distribution of Ud/Us has a strong dependency on Bu

(Ro is constant), with faster relative dipole speeds for

smaller Bu, which is partially due to coupling between

the layers that scales as 1/Bu. Similar to the � distribution,

there is only a weak dependence on Ro (Bu is constant).

Where Ro/Bu is constant, small Ro fronts tend to gen-

erate more dipoles with faster relative speeds. The initial

frontal conditions that favor fast-moving dipoles are in

agreement with those that generate more balanced di-

poles (� ’ 1). This is partially because the two statistics

are not independent [i.e., Ud 5 2U2/(1 1 �) implies that

for fixed cyclone strengths strongly curved dipole trajec-

tories (� . 1) also have smaller drift speeds].

Dipoles transport potential vorticity and buoyancy

anomalies across the front and affect frontal-slumping

FIG. 10. PDF of � (solid line; left y axis) for dipoles generated

from different initial frontal configurations: (a) experiments 1–6;

(b) experiments 5, 7, and 8; and (c) experiments 6, 9, and 10 (Table 1).

The dashed lines in each panel (right y axis) show the dependence

of dipole trajectory radius on �.

FIG. 11. PDF of twice the ratio of Ud to Us for a range of initial

frontal configurations (Table 1). The Us is estimated by the same

procedure as for Fig. 4b.
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speeds in a complicated manner—there exists a wide

range of kinematic trajectories that are constrained by

the statistics of � and Ud/Us. Spall and Chapman (1998)

estimated the frontal-slumping speed to be related to the

drift speed of a typical dipole, assuming that dipoles

move perpendicular to the front. Curved dipole trajec-

tories would imply decreased efficiency of frontal

slumping. We next examine this effect by investigating

frontal-slumping speeds for a range of initial frontal

configurations.

For a constant Bu number (frontal width Lf 5 10 km;

experiments 1–6, Table 1), after the initial adjustment

the front slumps with almost constant speed proportional

to its initial geostrophic velocity Ug ; (gDryH1)(fr0Lf)

(Fig. 12a). The speed of frontal slumping does not ap-

pear to be significantly affected by the b effect. Simula-

tionswithwider initial frontalwidthLf showaqualitatively

different evolution (Fig. 13). Initially, instabilities de-

velop everywhere within the wide front with eddies

having small scales (Fig. 13a). These short unstable

waves are of a mixed Rossby–Kelvin type and tend to

alter the PV anomaly distribution before the onset of

baroclinic instability (see, e.g., Morel et al. 2006; Gula

et al. 2009; Sakai 1989). At later times, wide fronts

sharpen owing to active frontogenesis (see, e.g., Pollard

and Regier 1992; Lapeyre et al. 2006), which leads to the

formation of multiple narrow fronts separating inter-

mediate water masses that originate within the initial

front (Fig. 13b). Strong surface fronts are evident at the

outer boundaries of the frontal region (north and south

edges), with several weaker fronts present in between.

Dipoles are commonly observed, particularly at the

strongest north and south edge fronts; however, it is not

possible within the formalism here to characterize di-

pole properties and trajectories within the wide frontal

region.

The frontal width for initially thick fronts increases

faster than for thin fronts and scales as Us/Ug ; Bu20.4

(Fig. 12b); varying the reduced gravity g01 (experiments

14 and 15, Table 1) has the similar effect on frontal-

slumping speed as varying the frontal width Lf. The

faster slumping speed for thick fronts is consistent with

active frontogenesis, which effectively strengthens the

FIG. 12. (a) Frontal-slumping speed as a function of initial geo-

strophic velocity of the front for simulations with constant Bu

(experiments 1–6, with 4 having nonzero b). The dashed line cor-

responds to Us 5 0.2Uf. (b) Nondimensional frontal-slumping

speed Us/Uf as a function of Bu for different experiments (exper-

iment numbers as in Table 1 are annotated). The dashed line

represents the Bu20.4 scaling.

FIG. 13. (top) Surface salinity contours for a wide front at day 30

showing the presence of multiple small-scale eddies within the

front (experiment 13, Table 1). (bottom) The surface salinity field

at day 140. Note the presence ofmultiple fronts (arrows) separating

waters of different salinities; sample dipoles are shown in black

boxes.
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local geostrophic currents and produces stronger di-

poles. The reduction in slumping speed with increased

Bu is consistent with the experiment set shown in Fig. 10b,

indicating a shift to higher � (and therefore strongly

curved dipole trajectories) with higher Bu. The link

between decreased slumping efficiency for increased Bu

and more curved dipole trajectories, however, is com-

plicated by the effects of dipole interactions with other

eddies and frontal meanders. The relation between the

strength of the frontal slumping to dipole � and Ud/Us

distributions remains an open question.

7. Discussion and summary

We have simulated instabilities at a surface ocean

front that grow to form eddies—in particular, dipoles

that can self-propagate away from the widening front.

As the front spins down, the numerical model runs show

a clear inverse energy cascade through which eddies of

the same vorticity signmerge as they become sufficiently

close to each other. In general, this eddy field constitutes

the slumping front, although some dipoles become sepa-

rated from the front and evolve without frontal influences.

To remain separated, dipoles must propagate away from

the front faster than the frontal-slumping speed to avoid

interactions and mergers that lead to their reincorpora-

tion into the front.

A closed analytical solution has been derived for the

ratio � of the translation velocities of a dipole based on

the PV anomalies of its cyclone and anticyclone. We

have further related � to the radius of a self-propagating

dipole trajectory, where a large propagation radius

is found when � / 1. Our theoretical results provide

guidance in interpreting numerical model results. Anal-

ysis of dipoles from an ensemble of numerical simulations

allows us to obtain statistical properties of dipoles and

identify how they change for different frontal configura-

tions. The � distribution has a long high � tail implying

strongly curved trajectories because of the dominance of

the cyclone in a dipole. The � distribution has only weak

dependence on the frontal Ro number and a stronger

dependence on the Bu number such that shallow fronts

with a large Ro/Bu ratio are more favorable to the pro-

duction of balanced dipoles, although this probability is

consistently small (about 20%). We observe only bal-

anced dipoles to escape the influence of the front, al-

though not all balanced dipoles escape as they are subject

to interaction with frontal meanders and other dipoles.

Understanding frontal slumping and property transports

in the vicinity of fronts is complicated by curved dipole

trajectories that lead to recirculation of buoyancy.

The result that the probability of balanced dipole

generation is small may be inconsistent with persistent

observations of many upper-ocean eddies in the Arctic,

if indeed they do translate far from the front as self-

propagating dipoles. This suggests that in nature there

might exist a mechanism acting to increase the proba-

bility of dipole escape. For example, nonuniform or

time-dependent frontal characteristics may increase the

probability of dipole escape. Such fronts could be in-

termittently unstable, or unstable only in localized areas,

which allows for the production of dipole patches sep-

arated in time or spatially, thus reducing eddy–eddy

interactions. Intermittent or localized dipole production

could be related to transient frontal instabilities trig-

gered by wind bursts or localized buoyancy forcing.

Note that in a case where PV is not conserved, Thomas

et al. (2008) examines the formation of intrathermocline

eddies at upper-ocean fronts that are forced by winds.

He shows the importance of down-front winds in driving

a three-dimensional circulation that subducts surface

water of low PV into the stratified interior. Such pro-

cesses that influence the strengths of cyclone and an-

ticyclone could shift the � distribution toward more

balanced values.

While we have put forward dipole self-propagation as

a mechanism for eddy propagation from a front, there

remains the possibility that background flow could ad-

vect eddies away from their originating front, and self-

propagation is not required. In the case of Arctic eddies,

for example, one could argue that they are advected

in the large-scale Beaufort Gyre circulation (see, e.g.,

Proshutinsky et al. 2009; Spall et al. 2008), although for

the class of arctic eddies discussed here the flow field to

the south of the originating front is likely to be pre-

dominantly in the direction of the front. Moreover, for

background advection to have a significant influence

on the eddy pathway, it is necessary to first generate an

eddy that is separated from the influence of the front and

other eddies. A similar logic applies to the idea of vortex

drift due to b effects.

Finally, we note that only sub–mixed layer anticy-

clones are persistently detected (i.e., no cyclones) in the

observations of shallow eddies in the Arctic Ocean, with

a few observations of dipoles under sea ice (e.g., Fedorov

and Ginsburg 1989). If dipole self-propagation is im-

portant, cyclones are also required. It is a reasonable

assumption, however, that dipoles are formed, and after

some time, the surface-intensified cyclonic eddy is dis-

sipated due to Ekman layers associated with under sea

ice friction. The sub–mixed layer anticyclone remains

largely unaffected by surface processes owing to a strat-

ification cap at the base of the mixed layer. A similar

dissipation process has been investigated for dipoles

generated by convection under sea ice (e.g., Chao and

Shaw 1999), where it has been shown that the surface
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cyclone dissipates while the underlying anticyclone is

preserved.Of course, the dissipation of a surface cyclone

would affect the trajectory of a dipole and its propaga-

tion speed (e.g., Sans�on et al. 2001). As the cyclone

dissipates, the dipole loses the ability to self-propagate;

the distance traveled by a dipole then depends strongly

on surface frictional processes (e.g., sea ice cover state),

and this is the subject of a future study.
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APPENDIX

2½-Layer Quasigeostrophic Model of a Dipole

a. Point vortices

Wefirst consider point vortices and later includemore

realistic Gaussian vortices. The leading-order approxi-

mation to dipole dynamics can be recovered from the

linear 2½-layer quasigeostrophic equations (Pedlosky

1982), assuming that PV anomalies for each of the vor-

tices as well as their separation distance D are known:

=2c11F1(c2 2c1)5 S1d(r) and (A1)

=2c21F2(c1 2c2)2F3c25 S2d(r2D) . (A2)

The streamfunctions in layers 1 and 2 are c1,2; the

stratification parameters [(15)] are F1,2,3; and the dipole

PV anomalies multiplied by mean layer thickness in

corresponding layers are S1,2. Layer 2 has a PV anomaly

that is offset by a distance D with respect to the center

of the PV anomaly in layer 1. This introduces an asym-

metry in an otherwise axisymmetric setup. However, the

solution to the linear equations can be split into a sum of

two: one only has a PV anomaly in layer 1 and another

only has a PV anomaly in layer 2. The two solutions obey

the same equation set, with the difference in the source

terms:

=2c1 1F1(c22c1)5 S1d(r) and (A3)

=2c21F2(c1 2c2)2F3c25 S2d(r) , (A4)

now in terms of polar coordinate r, where in one solution

we set S1 5 0 and in another S2 5 0. This linear system

of coupled equations can be decoupled into two inde-

pendent vertical mode equations

=2C1,22 c1,2C1,25Q1,2 (A5)

using a linear substitution C1,2 5 (F2 1 F3 2 c1,2)c1 1
F1c2 where Q1,2 is the source term (linear combina-

tion of S1 and S2) and c1,2 are two positive constants

defined as

c1,25
F1 1F21F3

2
6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(F11F21F3)

2

4
2F1F3

s
. (A6)

The equations for C are identical to a 1½-layer quasi-

geostrophic system with c 5 1/l2 being a stratification

parameter corresponding to the internal deformation

radius l for this mode. We thus split the equations into

two modes (first and second baroclinic modes) to obtain

=2C12 1/l21C15 [(F2 1F32 c1)S11F1S2]d(r) and

(A7)

=2C22 1/l22C25 [(F21F32 c2)S11F1S2]d(r) . (A8)

These are the modified Bessel equations for which fun-

damental solutions bounded at infinity are the modified

Bessel functions K0:

C1 5 [(F21F3 2 c1)S11F1S2]K0(r/l1) and (A9)

C2 5 [(F21F3 2 c2)S11F1S2]K0(r/l2) . (A10)

The original variables are recovered by the inverse

transformation:

c15 2
C12C2

c12 c2
and (A11)

c25 2
C1(F21F32 c2)2C2(F21F32 c1)

F1(c12 c2)
. (A12)

Next we consider the two cases, each with a PV

anomaly in only one of the layers. In the first case with

S2 5 0, S1 6¼ 0,

C15 S1(F21F32 c1)K0(r/l1) and (A13)
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C25 S1(F21F32 c2)K0(r/l2) . (A14)

In this case, the layer-1 vortex induces a circulation in

layer 2, which advects the vortex in layer 2 and

c2 5S1F2

K0(r/l1)2K0(r/l2)

c22 c1
, (A15)

because (F2 1 F3 2 c1)(F2 1 F3 2 c2) 5 2F1F2.

In the second case with S2 6¼ 0, S1 5 0,

C15 S2F1K0(r/l1) and (A16)

C25 S2F1K0(r/l2) . (A17)

In this case, the layer-2 vortex induces a circulation in

layer 1, which advects the vortex in layer 1 and

c1 5S2F1

K0(r/l1)2K0(r/l2)

c12 c2
. (A18)

Given the velocity fields induced by each of the vortices,

the propagation speeds of the vortex centers can be

deduced

Ui 5 uijr5D 5
›ci

›r

				
r5D

, i5 1, 2. (A19)

Because c1 and c2 have the same functional form, we

can easily obtain the important ratio � 5 U2/U1, which

determines the radius of the dipole trajectory:

�5
S1
S2

F2

F1

5
S1
S2

H1

H2

. (A20)

b. Gaussian vortices

The derivations found in the previous section provide

a Green’s function for the vortex streamfunction, which

can be used to recover the circulation of a vortex with

an arbitrary shape of PV anomaly. One could obtain

it by taking a convolution of the Green’s function

with a source term, which requires evaluating a two-

dimensional integral. In the case of axisymmetric

vortices with a Gaussian PV distribution (a good ap-

proximation to the eddies observed in the simulations),

the problem can be simplified through the use of the

Hankel transformation:

Ĉ(k)5

ð‘
0
C(r)J0(kr)r dr and (A21)

C(r)5

ð‘
0
Ĉ(k)J0(kr)k dk , (A22)

where J0 is a zero-order Bessel function of the first kind

(Abramowitz and Stegun 1972). We use a Gaussian

profile for the source term Q5Q0 exp(2r2/2s2), where

parameters Q0 and s are obtained by the best fit to PV

anomalies in corresponding layers (Fig. 8a). Note that

after splitting equations into contributions from indi-

vidual eddies the source termQ is proportional to either

S1 or S2 (not their linear combination), thus preserving

the Gaussian form. Applying the Hankel transform to

(A5) (and dropping subscripts 1 and 2) we obtain a so-

lution in k space:

Ĉ5 2
Q̂

k21 c
, (A23)

where Q̂(k)5Q0s
2exp(2k2/2s2). The solution in r

space is expressed in the form of a one-dimensional

integral

C(r)5 2Q0s
2

ð‘
0

exp


2
k2s2

2

�
k21 c

J0(kr)k dk , (A24)

which is evaluated numerically. A linear inverse trans-

formation [(A11) and (A12)] to original variables is then

applied and the azimuthal velocity fields are calculated

as derivatives of the streamfunctions (as in the case of

point vortices).

The procedure allows us to separate the velocity field

in a dipole into contributions from individual eddies

and thus obtain the self-advecting velocities U1,2. The

propagating velocity of the surface cyclonic vortex U1 is

calculated as the velocity generated by the anticyclonic

vortex (u1) at the location of the core of the cyclonic

vortex and vice versa. We calculateU1 as u1(r) averaged

over the interval [D 2 s, D 1 s] (where square brackets

denote an interval of values on a real axis).
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